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The electronics in automotive systems give great possibilities. It has contributed to environmental improvements through reduced emissions and reduced fuel consumption, safety, driver assistance, and quality through better diagnostic capabilities.

Automotive systems are today distributed embedded systems that consist of several nodes that communicate with each other. The increasing possibilities have led to a situation where functions that used to be stand-alone, are today dependent on several inter-connected systems which all contribute to the desired functionality. This has increased the costs and the complexity to deal with the systems.

The automotive industry is adopting a new open software architecture, called AUTOSAR, that is intended to reduce the complexity. AUTOSAR also gives possibilities for coping with large product ranges and for component sharing. The introduction of AUTOSAR is an example of an architecture change without modifying the external functionality. We have chosen to call such changes system refactoring.

However, if the introduction of AUTOSAR is not successfully performed, there are risks for delayed development projects, which are costly for the automotive companies. Unfortunately, existing engineering standards and literature focus mostly on new product development and less on system refactoring, and this gap needs to be filled. The goal of this research is to provide guidelines for refactoring, which provides support throughout the complete process of system architects in efforts to refactor the system.

This thesis identifies the characteristics of refactoring processes. This is done by empirical studies of the drivers behind refactoring, the effects we can expect from refactoring, and the process activities and characteristics. The result can be used to create guidelines for improving the work of refactoring.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABS</td>
<td>Antilock brake system</td>
</tr>
<tr>
<td>AHP</td>
<td>Analytic hierarchy process</td>
</tr>
<tr>
<td>ALMA</td>
<td>Architecture level modifiability analysis</td>
</tr>
<tr>
<td>ATAM</td>
<td>Architecture trade-off analysis method</td>
</tr>
<tr>
<td>AUTOSAR</td>
<td>Automotive open system architecture</td>
</tr>
<tr>
<td>AYC</td>
<td>Active yaw control</td>
</tr>
<tr>
<td>CBAM</td>
<td>Cost benefit analysis method</td>
</tr>
<tr>
<td>COTS</td>
<td>Commercial off the shelf</td>
</tr>
<tr>
<td>EBD</td>
<td>Electronic brake force distribution</td>
</tr>
<tr>
<td>ECU</td>
<td>Electronic control unit</td>
</tr>
<tr>
<td>EMC</td>
<td>Electromagnetic compatibility</td>
</tr>
<tr>
<td>ESC</td>
<td>Electronic stability control</td>
</tr>
<tr>
<td>ESP</td>
<td>Electronic stability program</td>
</tr>
<tr>
<td>OEM</td>
<td>Original equipment manufacturer</td>
</tr>
<tr>
<td>ROI</td>
<td>Return on investment</td>
</tr>
<tr>
<td>SAAM</td>
<td>Software analysis architecture method</td>
</tr>
<tr>
<td>SW-C</td>
<td>Software component</td>
</tr>
<tr>
<td>TCS</td>
<td>Traction control system</td>
</tr>
<tr>
<td>VFB</td>
<td>Virtual functional bus</td>
</tr>
</tbody>
</table>
1. Introduction

Automotive systems are large distributed systems that consist of several inter-connected electronic control units. In automotive systems the complexity has increased to a level where it becomes very hard to adapt to new technologies in order to fulfill new customer, environmental and legal requirements. One reason is that the electronics system constitutes a more important part of the functionality and the business around it. The functions that before were managed by stand-alone systems, are today dependent on several inter-connected systems which all contribute to the desired functionality. Therefore, a system architecture, i.e. a structure for the system and its components, is needed to ensure that desired requirements are met.

Lately there have been several major recalls of vehicles from different automotive producers [1-3]. The increasing complexity of the automotive electronic systems is blamed for those incidents. To deal with the problem manufacturers and automotive suppliers together developed an open standardized architecture for automotive systems. The result is a common software architecture for automotive systems called AUTOSAR. The automotive industry hopes that AUTOSAR will reduce this complexity.

Companies world-wide are now introducing AUTOSAR into their products. This means that the architecture is changed, without any changes in product functionality that is visible to the user. We have chosen to call such changes system refactoring.

However, introducing AUTOSAR may not be as easy as the companies think. It will give effects, not only in the electronics systems, but also across the company organization. Production systems have to be adjusted; the development environment needs to be updated; and processes and responsibilities have to be developed. If these factors are not set in time, the development projects that are going to use the new software architecture may be delayed.

A missed deadline is very costly and the automotive companies want to avoid this. Therefore, there is a need for the companies to prepare themselves in time before the introduction of AUTOSAR. Current practices and the processes described in the systems engineering standards are mostly concentrating on new product development and less on system refactoring. We think there is a gap here that needs to be filled. Therefore we aim to provide guidelines for system refactoring to be used in the architecture process. The
1.1 Complexity in automotive systems

The complexity in automotive systems can be demonstrated by the Electronic Stability Control (ESC), also referred to as Electronic Stability Program (ESP). It improves safety by recognizing unstable driving conditions and taking appropriate actions. To prevent over-steering and under-steering, braking is applied to the vehicle wheels. ESC is common in all types of vehicles, including cars, trucks and busses [4, 5]. ESC relies on several other vehicle systems: Anti-lock Brake System (ABS), a safety system which prevents the wheels from locking up; Electronic Brake force Distribution (EBD), a system that varies the braking force applied on each wheel; Traction Control System (TCS), a system which regulates the power supplied to the wheels; and Active Yaw Control (AYC), a system that uses an active differential to transfer torque to the wheels that have the best grip on the road. Traditionally each of these systems consists of at least one electronic control unit (ECU) which together with connected sensors and actuators handles system functionality. Nowadays, modern systems must be able to cooperate across different domains. These interconnections add dependencies in the system, like temporal dependencies or state dependencies of control units [6].

1.2 Automotive development

The development of automotive systems usually uses a product-line approach and component-based development. Introducing these methodologies in a traditional system includes refactoring since the system has to be adjusted to fit a new component model or product platform. For that reason, we have based our research and literature studies on the introduction of these development approaches. We will here give a brief background to them.

1.2.1 Component-based development

In component based development software systems are built from existing components. This means that components can be reused and shared between product releases and product variants. The advantages are reductions of time-to-market, development cost and maintenance cost [7, 8]. Since a reused component is already used and tested in different contexts, there might also be a possibility that the component is more reliable than a newly developed component. The components used in component based development
can be developed in-house, bought from an external subsystem developer or as off-the-shelf components (COTS).

1.2.2 Component-based development in automotive systems using AUTOSAR

AUTOSAR (AUTomotive Open System Architecture) [9] is a component-based model for automotive systems. It provides a common software infrastructure for automotive systems based on standardized interfaces and components. Key features are modularity, configurability, standardized interfaces and a runtime environment. A layered software platform facilitates the achievement of the technical goals modularity, scalability, transferability and reusability of components. Automotive manufacturers and suppliers hope that AUTOSAR will help managing complexity.

In the AUTOSAR architecture, each ECU incorporates a basic software component which includes infrastructural services such as operating system functionality, vehicle network communication, memory services, diagnostics and ECU state management. The basic software component is built as a layered structure where each layer is abstracted from the lower layers and hence independent of hardware implementations. The application layer is located on top of the basic software. An application is built up by one or several AUTOSAR software components (SW-Cs) that are located on one ECU or distributed on several ECUs. The AUTOSAR SW-C contains parts of the application functionality and is atomic, meaning that it only can be located on one ECU. The AUTOSAR SW-Cs can also be responsible for handling of specific sensors or actuators.

The AUTOSAR SW-Cs are communicating through the Virtual functional bus (VFB), a middleware responsible for mapping of communication messages. Usually the address and source information in the communication messages are specified by the sending application component. In the AUTOSAR methodology the address and source information of all communication messages are configured in system development. During run-time this information is mapped to each message by the VFB. This methodology requires specific development tools to help OEMs (Original Equipment Manufacturers), and suppliers to design and map SW-Cs, ECUs, networks, sensors and actuators.

1.2.3 Product-line development

Another example of a typical system refactoring is the introduction of product-lines. The idea with product-lines is to reuse the same basis, a platform, in several members of a product family. The platform methodology is normally structured as layers, as components or as a combination of these. On
top of this platform each specific product adds its own core functionality or features. In this way, one can concentrate on specific properties of each product member instead of inventing the same things over and over again. One example is construction equipment. Both an articulated hauler and a wheel loader need power management and communication between electronic control units. However, they differ a lot in core functionality. The wheel loader needs to have complicated control for lifting its arms when the articulated hauler might have advanced suspension systems.

The reason why product-lines are so beneficial are not only due to re-use of software code [7]. Product-line approaches save time during the requirement phase since almost all requirements can be reused between products and releases. Also many architectural problems are already solved and the system architects can concentrate on core functionality. Other aspects such as project planning might also be easier when less functionality has to be developed in each project. One important factor for a successful utilization of a product-line approach is variability management [10]. However, there might be several issues related to the introduction [11]. The use of product-line architecture requires increased knowledge by the engineers. Other problems are conflicting quality requirements of components in different context or in different products.

1.3 System architecture

Refactoring of the system and its infrastructure involves selection of technology solutions and leads to compromises between desired, but conflicting, characteristics; activities which typically involve system architects. Usually, the general system architecture process focuses on the early phases of system development, when structural and conceptual decisions are made for a new product. The process of refactoring includes the same types of decisions, even though there are significant differences. In a typical scenario for refactoring, an architecture that supports multiple products and product generations already exists, when a revision is needed to meet future demands. This architecture must be improved to meet the desired properties. As both a general architecture process and a refactoring need to consider system properties, we have chosen to use the general system architecture process as a starting point for studying refactoring. This section will briefly explain what system architecture is.
1.3.1 Definition of system architecture

There are many definitions of system architecture. In this thesis the IEEE definition [12] is used:

“The fundamental organization of a system embodied in its components, their relationships to each other, and to the environment, and the principles guiding its design and evolution.”

In embedded systems this relates both to software and hardware. It might be how the software is organized and allocated to the hardware, choice of communication protocol and physical links, but also which development environment to use.

1.3.2 System architecture as Lego blocks

System architecture can be exemplified by building a Lego construction. First we have to define the structure of the Lego blocks, or the components. We must decide how the blocks fit together, e.g. the bulges on top the blocks, and their dimensions, e.g. length and width. Second, we have to define the relation between the blocks, or components. We may decide that a yellow Lego block always must be placed on a red block. Third, we must decide the environment to build our construction on. In the Lego case, we might choose a Lego plate where we attach the lower layer of the Lego blocks. Fourth, we have to give some guidelines for the design and development of the construction. It may be to start building the construction from the bottom and up. Figure 1 illustrates system architecture as a construction of Lego blocks.

Figure 1. System architecture illustrated as Lego blocks. The black plate corresponds to a system platform on which system components are connected through well-defined interfaces (bulges).

In reality, these blocks are software code or hardware components. When we refer to these components, we mean components on different levels. Both in hardware and software components are often composed of other components. Sometimes the component itself is a system, with its own architecture.
These components, or sometimes subsystems, have interfaces which they use to communicate with other components. For a hardware component this interface is often a connector to which an electrical wire is connected. For a software component, the interface might be a shared memory space, a socket, or a procedure call.

The environment that we build the system on might be an operating system, such as Linux, and for hardware the printed circuit board, where our components are mounted. The system cannot be a system by itself without any communication with the outer world. It must be able to input and output data from its environment. In a car this input might be a signal saying that the driver is braking. An output may be a tell-tale saying the car engine is out of oil.

Before designing a system, a procedure or principle for how to construct it must be set. We can choose if any software should be included or not. We can choose if we are going to construct the system from our existing components from earlier developed systems, or if we are going to create everything from the beginning. We must also decide if we follow strict routines. A crucial step, before constructing the system, is of course to decide the aim of the system, if any specific requirements have to be fulfilled, and if certain rules have to be obeyed for the completed system. We must also know about which budget we have.

1.4 Thesis outline

This introduction is followed by Section 2 that formulates the research problem with corresponding research questions and explains the research methods used for answering these questions. In Section 3, the results are presented and discussed. Section 4 gives an overview of related literature and research. Section 5 concludes the thesis results and contributions, and proposes future work. The thesis is followed by an appendix with the appended papers.
2. Research scope

This section will present the research problem and the stated research questions, followed by the method we used to answer these questions. The four empirical studies we have conducted will also be presented, and these are further described in the appended papers.

2.1 Problem formulation

Many companies that develop embedded systems will at some point perform a refactoring of their system architecture. One example is Volvo CE, a provider of construction equipment. To cope with a product range of at least 150 machine models, Volvo CE uses a product-line approach where an electronics platform is shared between the products. This platform includes internal and external system communication, diagnostics, logging, I/O handling, systems handling etc. On top of it, machine specific applications are added. Volvo CE is now facing an updating of the platform. The next architecture is AUTOSAR based and includes technology, methods, and tools for the electronics systems of all products developed by the Volvo group.

The change to the new architecture may affect many aspects of Volvo CE electronics systems, such as aftermarket tools, software structure, communication protocols and development tools. The system architects at Volvo CE have a major work ahead of them, but still know little about how the company and the products will be affected. If the new platform is not successfully introduced, there are risks of delayed development projects.

Several standards for system development exist today. For the architect, the standard ISO/IEC 42010 [12] is of interest. It concerns how architectural descriptions should be expressed to facilitate communication around, and the development of, the architecture. ISO/IEC 15288 [13] describes the life cycle processes associated with human-made systems, and also processes needed for support of the life cycle processes. It is aligned with ISO/IEC 12207 [14] which is more concerned with the development of software systems. IEEE 1220 [15] gives a more detailed description of the life cycle processes than the other two. There are also a number of books in the area of system architecting, such as “The method framework for engineering system architectures” by Firesmith et al. [16], “Software architecture in practice” by Bass et al. [7] or “System Architecting” by Muller [17].
All these standards and books mostly concentrate on the development of new products or new features, and contain only some smaller elements of processes for system evolution. Despite the extensive literature, there is a lack of descriptions of activities in the system refactoring process. Most literature and research focus on new product development.

This gap between existing development knowledge and the system refactoring process causes problems for the system architects at Volvo CE and at other companies. It is not easy to understand the benefits and costs, and to explain how it will affect the company in terms of reduced costs and hence motivate management about the proposed changes. When the system architect detects the need of refactoring the system, he needs to argue why extra resources are required on system architecture activities. He needs to investigate how the changes affect the system and the organization, and how the organization should be prepared. During this process many decisions must be made under time constrained conditions. The problems that may occur are:

- Poor predictions of effects on development effort and costs, due to system adjustments, education needs, new test environment etc.
- Risk of important stakeholders missed or involved late, from after-market, product planning, production etc.
- Risk of unwanted or unplanned technical effects when performing refactoring, e.g. quality problems, and supplier compatibility.
- Risk of unwanted or unplanned organizational effects when performing refactoring, e.g. undefined roles, responsibilities, and processes.
- Lack of organizational support, due to poor communication between system architects and management, and between co-workers.
- Risk of delayed time-to-market, due to poor planning and unexpected effects.

The purpose of our research is to find out how we can help the system architect in the work of refactoring a system and from that create a guideline. The guideline will assist the system architect in preparing and explaining system refactoring to the organization. This thesis describes the initial research where the guideline is outlined by exploring the system refactoring process.
2.2 Research questions

Three research questions have been stated to explore the system refactoring process.

2.2.1 RQ 1: Which effects can be expected from a system refactoring?

We believe that system refactoring causes effects on both system properties and on the principles for its development and evolution. We also believe that system refactoring causes effects throughout the whole life cycle of the product, and the corresponding processes in the company.

By answering this question we will understand the consequences of a system refactoring, in terms of impacts on system properties, on the company and on their intra- and interrelationships. This is important for decisions relating to the choice of the technical solution, and to planning and preparations of system refactoring changes.

2.2.2 RQ2: What are the drivers of system refactoring decisions?

We believe that the drivers behind refactoring of embedded systems are both business-related and technical. We also believe that practicing system architects tend to analyze the technical aspects more than the business aspects.

By answering this question we can guide the system architect when collecting information and performing analyses, that will be used as decision-support by management.

2.2.3 RQ3: What would a guideline need to contain to support system refactoring?

We believe that certain activities are more important than others, in the system refactoring process. We also believe that the characteristics of the process differ from the normal system architecting process. We also believe there is a difference in the need of guidance to succeed with an activity.

By answering this question we will understand what activities need to be described in a guideline for the system refactoring process.

2.3 Research method

The starting point was to help Volvo CE prepare themselves for a system refactoring, but we saw a knowledge gap of the system refactoring process
and its effects. Therefore, we chose to gather information from companies developing products with similar systems. To answer our research questions, we have chosen to look at the system refactoring process in companies producing distributed embedded systems, especially for automotive systems.

Most of our studies have been in Swedish companies. In total, 15 companies and 44 respondents have been involved in our studies. This is because of availability, and because they are representative of other similar companies in the world. The studied companies have their operations or parts of operations spread around the globe, with activities in Europe, Asia, North America, and South America. However, three companies have their development organization located only in Sweden. We have studied system refactoring from the perspective of electronics systems development as spectators that tried to penetrate into the process from outside to collect data from the visited companies or from other studies.

Our research process can be described as a cycle, oscillating between theory and reality. We had a purpose and knew what to achieve, which raised a first question. To answer this question, we chose relevant methods of data collection and analysis. Using the knowledge we received from reality we were able to start fill the theory knowledge gap and identify new issues that were needed to be answered to fill the gap completely. This research process is illustrated in Figure 2

![Figure 2. An illustration of the research process oscillating between theory and reality.](image-url)
The research described in this thesis can be described as a first step towards achieving our ultimate goal, which is to create a guideline for the system refactoring process to be used by system architects. Therefore the first part is descriptive, where different phenomena have been explored, with the purpose to describe the reality today. The questions we have been asking are of the exploring type “What?”. We have chosen to look at the characteristics that describe the system refactoring process, i.e. what starts the process, what is included in the process and what the outcome of the process is.

![Diagram](image)

*Figure 3. The relation between the four conducted studies and the system refactoring process.*

The empirical collecting of data has been mainly qualitative. The methods used for collecting data are case studies [18, 19], systematic literature reviews [18, 20], interviews [18], and survey questionnaires [18]. Both qualitative and quantitative analyses have been performed on the collected data. This inductive approach is suitable when we try to create general theories from human experiences and from environments where a lot of complex relationships reign [21].

Four studies were conducted to answer our three stated research questions. The relationships between the studies and the investigated parts of the process are illustrated in Figure 3. Below, we will present the four studies in terms of purpose, method, analysis and validity threats. For one conducted case study, the context is further explained to give background of the company situation. The validity threats [18], we are discussing in this section are against:

*Construct validity* is related to the ability of the results to be generalized to theory and concerns the design of the experiment.

*Internal validity* is related to the fact that the results are a causal effect of the used methodology.
External validity is related to the ability to be generalized into practice. Conclusion validity is related to the ability to draw the correct conclusion about relations between the treatment and outcome.

2.3.1 Study A. An explorative case study of system refactoring effects

Purpose
To answer the first research question an explorative case study was performed in a company that was going to perform a major system refactoring. The study aimed to investigate the introduction phase of the software architecture at Volvo CE, a producer of construction equipment. We wanted to see how the company was affected by changes in different architectural elements in terms of costs and benefits.

Context
Volvo CE is part of the Volvo group, which is one of the world’s leading suppliers of commercial transport solutions with products like trucks, busses, construction equipment, drive systems for marine and industrial applications, and aircraft engine components. Today the Volvo group has customers all over the world, mainly in Europe, Asia and Northern America.

Volvo 3P is responsible for product planning and global vehicle development for the global truck operations of the entire Volvo group. In order to manage the increasing complexity of the electronics systems in new generation vehicles, Volvo 3P has performed a radical system refactoring on the electrical and electronic architecture and introduced AUTOSAR (see Section 1.3). Volvo 3P hopes that this will reduce the development cost, give more flexibility to meet new technologies and standards, to be able to be first on the market with new features, to meet brand differentiation while maintaining a high degree of commonality, and to achieve multi-site development.

Volvo CE is a producer of construction equipment. Their product range includes 150 different machines, such as wheel loaders, excavators, haulers, and road machinery. The electronics system constitutes an increasingly important part of the functionality in a modern construction machine. In order to meet the demands on business, safety, and development time Volvo CE adapts the development method to a more product-line oriented approach based wholly on an electronics system platform. This includes working on development processes, architecture, tools, and system modeling.

By sharing tools and components, such as engines, within the Volvo group, the companies can take advantage of higher volumes and reduced costs. Therefore, Volvo CE will also adapt to the new Volvo 3P architecture. The architecture consists of a common software platform which includes
communication, diagnostics, logging, mode management and power state management.

Method
This study was based on interviews with 11 persons at different positions in the electronics development department of Volvo CE. The new architecture was also investigated through reading specifications. The interview questions had a life cycle perspective and were related to effects on system properties and the company when introducing the new system architecture. The interviews were performed in a semi-structured way. Pre-defined questions were constructed but also followed by deeper questions related to the given answers. To ensure that all matters were covered the interviews ended by giving the respondents the opportunity to share additional information. The interviews were audio recorded and notes were taken. Each interview was summarized in text and sent to the respondents for approval before analysis.

The method was chosen because of its explorative character. Interviews gave the possibility to get the answers that were not expected when planning the study.

Analysis
After data extraction, the identified effects were mapped into a matrix. The matrix rows corresponded to the architecture element that caused the effect. The columns were divided into two parts, capturing affected system properties and affected company functions, respectively.

In this way we were able to identify what in the company or in the electronics system that was affected by a change in a certain architecture element, and also how it was affected.

Validity
When analyzing the extracted data from the answers we constructed an analysis matrix that helped us ensure that all relevant effects had been considered, which strengthened the construct validity of the study. The study results were based on expectations prior to performing the refactoring and therefore the internal validity was not evaluated. The study was conducted at a specific company and therefore the situation at another company could differ and the results may not be directly applicable at a different company or on a different architecture.

Presentation
The study was presented at the 36th EUROMICRO Conference on Software Engineering and Advanced Applications (SEAA) in Lille 2010.
2.3.2 Study B. A systemic literature review of AUTOSAR effects

**Purpose**
Since the first study only investigated effects from system refactorings in one company an additional study was conducted to help answer the first research question. The AUTOSAR architecture will be adopted by almost the entire automotive industry in Europe and Asia. Therefore AUTOSAR gave an opportunity to study the implementation of the same architecture in several products and hence an opportunity to compare reported effects of system refactoring with each other. Hence a systemic literature review of implementations of AUTOSAR gave the possibility to summarize these reported effects. The results also strengthened the internal validity of Study A.

**Method**
A systematic literature search was made for papers describing experiences from introducing AUTOSAR.

**Analysis**
The analysis was performed in a similar way as in Study A. An analysis matrix was constructed where each identified reported effect was mapped to the elements in AUTOSAR that caused the effect, and to the functions in the company that were affected and properties of the system.

**Validity**
Since the architecture is introduced stepwise in products and so far only to some extent, only a small sample was found, and which threatened the internal validity. To deal with construct validity a review protocol was developed, where background, objectives, research questions, strategy, sources, and search criteria were pre-defined, according to the advices of Kitchenham [20]. During the process all the found literature and the exclusion criteria have been documented. As the implementation of a specific architecture was studied the results might not be directly applicable for implementations of other architecture. Still, this is an automotive standard and therefore there might be a possibility to generalize the results to other implementations of the same architecture in other automotive companies not covered by this study. There are initiatives in other industrial domains, such as avionics [22], that share similar features, and thus a possibility exists for some results to be applicable in those domains.

**Presentation**
The result of the study was presented at the 37th EUROMICRO Conference on Software Engineering and Advanced Applications in Oulu 2011.
2.3.3 Study C. Scenario-based interviews of system refactoring drivers

**Purpose**
The aim of the third study was to find the drivers behind a decision of system refactoring and to answer our second research question.

**Method**
14 interviews were conducted at eight companies that produce distributed embedded systems. The respondents were persons used to make decisions about the system architecture and amongst them were seven system architects and seven managers at different levels in electronics development. The companies and respondents were chosen from their availability and willingness to participate.

All interviews began by giving a start scenario to the respondent. The start scenario represented a suggestion of a change to be made in the embedded systems in the companies’ products. The respondent was then asked to request the information he needed to complete the decision of whether the system change should be performed or not. After the respondent answered, additional pre-defined information related to the requested information was given. The respondent was once again asked to request the information he needed to complete the decision. This procedure was repeated until the respondent answered that he was able to complete the decision or at least make a recommendation.

If the respondent asked for information that was not pre-defined and never requested in the previous studies, new information was created on site and stored in the list of pre-defined information. In that way we were able to catch cases we did not expect beforehand.

**Analysis**
The requested information from each interview was categorized into information areas. We investigated the most important decision criteria by performing frequency analyses, where the information areas that most respondents had requested were found. To further elaborate the important criteria, the interviews were re-written in a formal way where the requested information was replaced by the corresponding information area, see Figure 4. Then we compared if the first requested information areas corresponded to the most wanted information.

Differences in answers between system architects and managers, between an industry sector and the rest of the group, and between one company and the rest of the group, were analyzed by Chi-2 calculations.

To capture to what degree the effects on the company is investigated before a decision of system refactoring is made, the requested information was
mapped to one or several company functions. It gave a possibility to see for which parts of an organization the effects were investigated before making the decision.

**Figure 4. An illustration of a typical interview described in a formal way.**

**Validity**

The reason why this study was conducted through interviews and not through questionnaires was to cover the reasoning behind the answers. The planning phase of the study included literature studies on architecture evaluation methods, and return-on-investment analyses. To strengthen the external validity the respondents were chosen from companies in different domains. A threat against internal validity was the selection of scenarios. It is hard to select general scenarios which can be applied in all types of domains. The interpretation of the scenarios might differ between different domains.

**Presentation**

The study result was presented at the 10th Annual Conference on Systems Engineering Research (CSER) in St Louis 2012.
2.3.4 Study D. A survey of system refactoring activities

Purpose
The fourth study aimed to answer the third research question. By identifying which activities are included in the system refactoring process, we could start to sketch out a proposal for a guideline to be used by system architects.

Method
Data was collected by using a web-based questionnaire. 34 respondents from 14 Swedish companies that develop products with embedded systems answered the questionnaire. The responsibilities of the respondents were within system architecting, system design, system development, project management, systems engineering, and management.

The survey questionnaire contained a first part that described what a typical system refactoring is. Then the respondents were asked, for each of 35 activities, to rank how important the activity is for the system refactoring process and how helpful a guideline would be to succeed with the activity. The 35 activities were identified through literature studies of conference papers, books, and systems engineering standards, and through findings from earlier conducted studies. The activities were reviewed in several cycles by four persons experienced within system engineering research and practice. Before releasing the questionnaire, a pilot study was conducted.

Analysis
In the analysis the activities were grouped into the categories “Most important for the process”, “Important for the process” and “Not important for the process” depending on the lower limits of the confidence intervals of the responses for each activity. The Wilcoxon rank sum test provided the calculations. In the same way the activities were also investigated to see how much support the respondent wanted for each activity. The analysis further investigated differences in responses amongst the respondents with different responsibilities. Through the literature studies we also identified characterizing factors for the general architecture processes. The activities that had been chosen as most important or only important were mapped against it to see if they contributed to each of these characterizing factors. The mapping was then used to identify the characteristics of a system refactoring process.

Validity
Possible validity threats against the outcome of this study were the uneven distribution of respondents on the participating companies and the choice of activities that were going to be rated by the respondents. To ensure that the results would reflect the real world as much as possible, we wanted as many respondents that we could find in Sweden. However, this resulted in that the
amount of respondents from each company varied and that might be a threat against the conclusion validity and the reliability of the measures. To avoid threats against construct validity, we tried to identify the activities from several sources, both from academic papers and systems engineering standards as well as from earlier experiences and studies. Also, pilot studies with system architects were conducted, which also strengthened the internal validity.

**Presentation**

The study result has been submitted to the Seventh Workshop on SHAring and Reusing architectural Knowledge (SHARK 2012) that will be held in Helsinki, Finland, in August, 2012.
3. Results

As described in the previous chapter, four studies were conducted to answer our three stated research questions. In this chapter the results and answers are presented for each question.

3.1 Which effects can be expected from a system refactoring?

The appended papers A and B describe the studies that were conducted to answer our first research question. The results from study A are based on interviews about expected effects, conducted at the electronics development department at a construction equipment producing company, which was just about to perform a system refactoring. Study B is based on a systematic literature review of reported observed effects from the introduction of AUTOSAR, an automotive open standardized software architecture. The effects were reported mostly from industry, but also from academic research.

Table 1 gives an overview of possible outcome from features typically included in architectural changes. These features were included in the studied architectural changes in study A and study B. The overview shows possible effects that we found in these studies and gives examples of in which types of architectures the features can be found. The overview also suggests further areas for investigations. These suggestions are also based on findings of effects from study A and study B. The overview can be used for finding relevant areas to investigate when preparing for refactoring of systems. Given a specific refactoring, e.g. the introduction of AUTOSAR, all the columns must be considered that are relevant, i.e. what has to be examined will be a combination of several columns.
Table 1. Possible outcomes from features included when refactoring architecture, given with suggestions of further investigations.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Simulation possibilities</th>
<th>Reuse possibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Examples</strong></td>
<td>MBD, Hardware abstraction</td>
<td><strong>Standardization, CBD, AUTOSAR</strong></td>
</tr>
<tr>
<td><strong>Possible outcomes</strong></td>
<td>Requires tools</td>
<td><strong>Development</strong></td>
</tr>
<tr>
<td></td>
<td>• Possibility of simulations</td>
<td>• Time and costs saving</td>
</tr>
<tr>
<td></td>
<td>• Possibility to generate code</td>
<td><strong>System properties</strong></td>
</tr>
<tr>
<td></td>
<td>• Usage of test beds without expensive test equipment Cost reduction</td>
<td>• Complexity: Easier managed</td>
</tr>
<tr>
<td></td>
<td>• More effective tests</td>
<td>• Maintenance: Easier</td>
</tr>
<tr>
<td></td>
<td><strong>Supplier cooperation</strong></td>
<td><strong>System properties</strong></td>
</tr>
<tr>
<td></td>
<td>• Definition of new processes, roles, responsibilities and corresponding activities</td>
<td>• Safety, Reliability: Faults found easier</td>
</tr>
<tr>
<td></td>
<td><strong>System properties</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• System quality: Improved quality assurance</td>
<td></td>
</tr>
<tr>
<td><strong>Investigate</strong></td>
<td>Tools, development environment</td>
<td><strong>Standardized architecture</strong></td>
</tr>
<tr>
<td><strong>Feature</strong></td>
<td>CBD, AUTOSAR, MBD</td>
<td>AUTOSAR</td>
</tr>
<tr>
<td><strong>Examples</strong></td>
<td>Development</td>
<td><strong>Development</strong></td>
</tr>
<tr>
<td></td>
<td>• Possibilities for configuration management</td>
<td>• Outsourcing strategies</td>
</tr>
<tr>
<td></td>
<td>• More efficiency, lower lead times</td>
<td>• Commonality sharing</td>
</tr>
<tr>
<td></td>
<td>• Possibilities for system simulations</td>
<td>• Focus on vehicle features instead of system technologies</td>
</tr>
<tr>
<td></td>
<td>• Possibilities for code generation</td>
<td>• Process changes</td>
</tr>
<tr>
<td></td>
<td><strong>Verification</strong></td>
<td><strong>Supplier cooperation</strong></td>
</tr>
<tr>
<td></td>
<td>• Adjustments of test systems</td>
<td>• Improved specifications for suppliers</td>
</tr>
<tr>
<td></td>
<td><strong>Logistics</strong></td>
<td>• Suppliers can develop products/systems for more than one manufacturer</td>
</tr>
<tr>
<td></td>
<td>• Adjustments of logistics systems</td>
<td><strong>System properties</strong></td>
</tr>
<tr>
<td></td>
<td><strong>System properties</strong></td>
<td>• Safety, Reliability: Faults found easier</td>
</tr>
<tr>
<td></td>
<td>• Reliability, Safety, Integrity: Less human errors due to interconnected tools</td>
<td></td>
</tr>
<tr>
<td><strong>Investigate</strong></td>
<td>System adjustments</td>
<td>Business opportunities, processes, responsibilities with suppliers</td>
</tr>
<tr>
<td></td>
<td>License costs</td>
<td>Performance and Safety risks</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td></td>
</tr>
<tr>
<td><strong>Feature</strong></td>
<td><strong>Hardware abstraction</strong></td>
<td><strong>Well-defined and clear interfaces and specifications</strong></td>
</tr>
<tr>
<td>------------</td>
<td>--------------------------</td>
<td>------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Examples</strong></td>
<td>MBD, AUTOSAR</td>
<td>Standardization, CBD</td>
</tr>
<tr>
<td><strong>Possible outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Development</td>
<td>• Development of hardware and software in parallel</td>
<td>• Less time is needed on calibration and validation</td>
</tr>
<tr>
<td>Verification</td>
<td>• Integration and verification faster</td>
<td>• <strong>Supplier cooperation</strong>: Improved specifications given to suppliers</td>
</tr>
<tr>
<td><strong>Supplier cooperation</strong></td>
<td>• New working models for supplier cooperation</td>
<td>• Improved quality of components delivered by suppliers</td>
</tr>
<tr>
<td><strong>System properties</strong></td>
<td>• Reusability: Possibilities to reuse software components between products</td>
<td>• <strong>Complexity</strong>: More controllable</td>
</tr>
<tr>
<td></td>
<td>• Possibilities to reuse hardware components between products</td>
<td>• <strong>Flexibility</strong>: Improved</td>
</tr>
<tr>
<td></td>
<td>• <strong>Flexibility</strong>: Easier to move the software components between different control units, Easier to add new software functionality without the need of integrating an additional control unit into the system</td>
<td>• <strong>Reliability</strong>: Improved reliability, less human erroneous interference</td>
</tr>
<tr>
<td></td>
<td>• <strong>Safety</strong>: Lower the risk for integration problems</td>
<td>• <strong>Safety</strong>: Lower risk for integration problems, faults found earlier</td>
</tr>
</tbody>
</table>

**Investigate**
3.1.1 Effects on company

Both studies imply that a large system refactoring has company impacts. It is important to consider these impacts to avoid delays in product development projects.

System development

When the changes in the architecture include new development tools or whole tool chains the development organization should prepare itself in time for several things. Resources must be spent on adjusting current existing tools to the new tool chain. A new tool chain will also affect the way of working and new processes and responsibilities must be set. This also means that the staff needs education on how to work with the new tool and how to adapt it into existing development systems. If this is done properly the benefits, which come at a later stage, can include a more efficient development process with shorter lead times, and improved possibilities for configuration management. A remaining cost will probably be expensive licenses. Typical architectural changes that include new development tools are introduction of model-based development or changes of component models. Model-based development also gives possibilities for code generation and component-based development also probably needs less time on calibration and validation in the long run. Another way of shortening lead times in the development process is to develop hardware and software independently of each other, since they can be developed in parallel and hence make both integration and verification faster. Then it is important to use clear interfaces and standards. Our results also imply that standardization makes it easier to change software design at later stages in the process and that manufacturers can focus on product features instead of on system technologies. On the negative side this also requires process changes. Our studies imply that architectures that allow reusability, as product platforms, or component-based systems, save time and costs in system development.

System verification

In the verification phase, model-based design, component-based design, hardware abstraction or the introductions of new standards call for new tools. It is then beneficial to choose tools that allow verification by model simulations in virtual environments. These environments can simulate bus loads and simplify verification of subsystems. In this way the verification can be performed already in early development phases and without expensive test beds. Also the use of clear interfaces and specifications means that faults are found earlier. Finding faults early is also important to keep the maintenance effort low.
**System maintenance**

By using model-based design, standardized architectures like AUTOSAR, or components that have been proven-in-use, maintenance seems to be made easier and faults are found earlier. Standardized architectures, like AUTOSAR, seem to give a possibility to maintain a large product range.

**Supplier cooperation**

Using a standardized architecture, like AUTOSAR, or components with well-defined interfaces means that the specifications given to suppliers for purchase are improved. Then there is less space for misinterpretations which in turn gives higher system and software quality. Standardization gives possibilities for reuse and hence opens doors for new business opportunities. The manufacturers can outsource or buy the development of components and subsystems. The suppliers can offer the same features to several customers instead of customized features to specific manufacturers. The manufacturers can then concentrate more on product specific features instead of system details. The initial costs relate to defining new business strategies, such as product portfolios, responsibilities, new tools etc. Changes to a new standard also lock out suppliers that have not adapted to that standard. For instance, a change to AUTOSAR, for a construction equipment manufacturer, may not be beneficial since most suppliers are not within the automotive domain. This also applies to minor changes, such as replacing the protocol used for external communication. Therefore the manufacturer has to investigate effects of this kind of changes, not only on the system level but also on the company level. Other changes that might affect the cooperation between manufacturers and suppliers are if the supplier needs to install or adapt the development environment to fit in the system architecture of the manufacturer. It might lead to a situation where the supplier has to invest in expensive licenses or refuses to take responsibilities for his delivered components or subsystems in the final product.

**Other effects on company**

We have also seen that parts of the company that are not directly connected to the development organization can be affected by system refactoring. Changing the external communication, such as replacing the diagnostics protocol or download mechanism, can affect the aftermarket or production, where new tools have to be developed. Also new diagnostics or logging capabilities might give the product planning and sales new opportunities.
3.1.2 Effects on the system

System properties can be divided into two categories. The first category is the properties that are related to the ability of the system to perform its tasks, such as performance and reliability. These are often inter-connected and sometimes effects on one property gives effects on another. For instance, better security against intruders that can alter code or inter-connected systems that lessen human interference improve the system integrity. Then, fewer faults can be implemented, intentionally or accidentally, which also strengthens the reliability and the safety of the system. Other changes in the system that give positive effects on reliability and safety are using standardized architectures or components with clear interfaces, since less error-prone interpretation is needed. Also the overall opinion is that the use of components that have been proven-in-use improves the system safety. Our studies of effects include the introduction of software platforms that give possibilities for the technology to meet future demands. These platforms usually offer a development environment that allows network management so that the system communication can be optimized which seems to improve the system performance. The negative effects are that these software platforms require a lot of memory and run-time themselves, which lowers the overall system performance.

The second category of system properties is the properties of the system that relate to how easy or manageable it is to work with. One such property is system flexibility. When investing in architectures, companies want the selected architecture to be capable of meeting future requirements on new features or legislation. These can be supported by architectures that isolate hardware and software from each other so that software components can be reused or added on several hardware nodes in the system. Other ways of enhancing the flexibility to add new functionality is to use well-defined interfaces between components or to use signal-based communication. Then, only communication databases have to be updated when adding a new software component instead of specifying the addresses for source and destination in all affected components. Systems tend to become more complex over time but standardized, well-defined specifications and processes make them more controllable. This can be achieved by reusing well-known components in several development projects. By using software platforms where several software components are integrated, there is a possibility to integrate more software functionality in each hardware platform. This lessens the system communication and hence dependencies between nodes in the system. Reusability of components also seems to be crucial for maintaining large product ranges due to the well-known interfaces, specifications and documentation.
3.2 What are the drivers of system refactoring decisions?

In the appended paper that explains study C, the results of the study that answers our second research question are presented. We wanted to understand the drivers behind system refactoring by looking at what kind of information decision-makers investigated prior to a decision. The areas of information that most of the respondents asked for were regarded as most important for the decision. In this section we will present these information areas in order of importance.

3.2.1 Costs

Not surprisingly, information on costs seems to be the most important driver behind system refactoring. These costs relate to development, manufacturing, and maintenance, and they were requested by both managers and system architects, even though managers start to investigate costs earlier than system architects. The developments costs are related to software and hardware, licenses and support of tools. Manufacturing costs relate to hardware and components costs and the production. Maintenance costs are related to product management, i.e. the maintenance of the system components and the warranty costs.

3.2.2 Profits

Profits can be gained from both the technical advances and possible market opportunities given by the system changes. The profits gained from technical advances are increased quality, more system flexibility, modularity and better diagnostices. This in turn lowers the costs for development, shortens the development lead times, gives cheaper hardware, reduces risks in projects and simplifies the product management and the ability to add new functionality into the system. The profits from market opportunities relate to the ability of the system to offer new services to customers and the customers’ experience of a better quality, which can give an increased sale. The decision-makers compare the profits against the costs of introducing the system changes and perform estimations on when return-on-investment (ROI) can be expected.

3.2.3 Supplier information

If the system change includes the possibilities of buying components from suppliers the decision-maker requests information about the supplier and the components. He wants to know the viability of the supplier, such as financial status and survival probability; can the supplier make long-term commit-
ments and what happens in case of bankruptcy? How is the market, are there other suppliers? The decision-maker also wants to know if the component is newly developed and the supplier’s experiences of the technology. The supportability of the supplier is investigated and how the supplier handles change issues. What will the cooperation look like, the ownerships and responsibilities? If a components is going to be purchased it must be cost effective, so the business model and license agreements are considered. The component itself must fulfill desired requirements. Much of this investigation involves the purchasing department.

3.2.4 Technical details
Both system architects and mangers want to know technical details. They want to know how the proposed system changes will fit the current architecture and which system changes are required to make a solution effective. Typical questions concern interfaces, electromagnetic compatibility (EMC), compatibility with internal proprietary and standardized communication protocols, hardware needs, tool needs, and if changes can be made step wise. Other issues relate to system quality attributes, such as performance and complexity. It is also important to consider the product life cycle stages, such as supportability and aftermarket, and the product strategies, such as the “look-and-feel” of the product.

3.2.5 Future requirements
When investing in changes to the system or system architecture the decision-makers must be sure that the future system requirements are considered. Therefore coming functionality, legislation, technologies, and future standards, are identified and investigated, often several years ahead the introduction of them. The decision-maker must be sure that the system will be able to meet these future requirements and investigate the ability of the system to evolve and accommodate new technologies. For example, what happens at the end-of-life for a hardware component? Can it be replaced by a similar component? Does the system provide possibilities for incorporating new services? Can it be reused in future products?

3.2.6 Current requirements
Also short-terms goals have to be considered. Existing problems in the current system have to be identified. The decision-maker must understand customer benefits and requested functionality. If there is an infrastructure that is expected to be used across the entire product-line, or across different companies or business units, the decision-maker must consider that the system meets the requested functionality of all of these.
3.2.7 Enterprise constraints
Constraints of the enterprise concern strategic goals, including roadmaps, policies, and core business. Financing and available resources also affect the decision, as well as planned development projects and the maturity of the organization.

3.2.8 External constraints
There are also constraints from the outside world, such as current laws, regulations, specifications, standards, and guidelines. They may concern safety, communication protocols or vehicle emissions and affect both the system needs and the market deadlines. Existing technologies and competitor products are other drivers for system changes. It is also important that the system is able to meet safety regulations and other legislation on different markets.

3.2.9 Design alternatives
In a refactoring decision several solution options have to be identified and considered, such as the possibilities to reuse old subsystems and components, and if there are possibilities to buy solutions from suppliers. Economic analyses of the different design alternatives affect the decision. Supplied products are further investigated according to Section 3.2.3.

3.2.10 Risks
Less than half of the participants asked for information about risks during the scenario-based interviews. The requested risk information concerned commercial risks, such as the risk of delays for time-to-market, and technical risks, such as increased system complexity, technical faults, and if new tools were hard to work with.

3.2.11 Human requirements
Only a few participants requested information about the human requirements, such as process changes, responsibilities and the need for education. Some participants emphasized the importance of having support from the organization, both from upper-management and colleagues, prior to the decision.

3.2.12 Technical management
Only one participant wanted information about the technical management and configuration of the system solution. He mentioned the importance of
having ways of working that ensured that a chosen system solution did not evolve differently between different company departments.

3.3 What would a guideline need to contain to support system refactoring?

The last study aimed to answer our third research question and is presented in the appended paper D. The result from the study is based on a survey questionnaire which was given to senior system engineers, mainly system architects, employed at Swedish companies that develop embedded systems.

3.3.1 Activities in system refactoring

From a set of 35 activities, which were identified as typical activities in general system architecture processes, 20 activities were identified as important for system refactoring. The ratings were made on a 0-6 Likert scale and activities with a lower bound above 4.0 for the median confidence intervals were considered as “most important”. Table 2 shows all the activities and their calculated confidence intervals. The activities that were identified as “most important” are:

- Establish the technical requirements for the system e.g. identify interfaces and design constraints
- Investigate if the existing architecture can be expanded or adjusted to fit new requirements
- Assess whether the identified architecture-alternatives meet the requirements
- Evaluate the effects of the identified architecture-alternatives on the system’s non-functional properties, e.g. response times, safety, security, etc.
- Assess the abilities of the identified architecture-alternatives to be evolved, reused, and expanded
- Assess the impact on system life cycle quality factors, such as producibility, verifiability, ease of distribution, usability, supportability, etc. and changes in the corresponding processes
- Select architecture parts to be verified and the verification methods to be used
- Select architecture parts to be validated and the validation methods to be used
Activities with confidence interval lower levels above 3.5 were considered as “important”, and they are:

- Find future product range and customer demand
- Analyze deficiencies in the current system
- Assess ability of the current system to scale for future drivers, e.g. coming laws
- Learn about technologies, system architectures and architectural practices
- Define the characteristics required for the product to be cost effective over competitors
- Define the requirements for different steps in the systems life cycle, such as development, verification, maintenance, etc.
- Establish a requirement baseline of the system architecture
- Develop and identify alternative architecture solutions and selection criteria
- Investigate suppliers (internal or external), in terms of risks, licenses, costs, supportability, responsibilities, viability
- Identify and assess commercial and technical risks
- Update and review the architectural description
- Apply configuration management on the architecture description
Table 2. The found activities and their confidence intervals of the ratings, given by respondents, for importance and need of guidance.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Confidence levels</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Importance</td>
<td>Guideline need</td>
</tr>
<tr>
<td><strong>Planning</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Create an overall technical vision for the embedded system</td>
<td>3.0-4.0</td>
<td>5.0-6.0</td>
</tr>
<tr>
<td>2. Find synergies within different types of products</td>
<td>3.0-4.0</td>
<td>4.0-5.0</td>
</tr>
<tr>
<td>3. Find out company vision, roadmap, core business and policies</td>
<td>2.5-3.5</td>
<td>3.5-4.5</td>
</tr>
<tr>
<td>4. Find future product range and customer demand</td>
<td>3.5-4.5</td>
<td>5.0-5.5</td>
</tr>
<tr>
<td>5. Find future laws and regulations</td>
<td>3.0-4.0</td>
<td>3.5-5.0</td>
</tr>
<tr>
<td>6. Analyze deficiencies in the current system</td>
<td>3.5-4.5</td>
<td>4.5-5.5</td>
</tr>
<tr>
<td>7. Monitor trends in key properties of the system</td>
<td>3.0-4.5</td>
<td>4.0-5.0</td>
</tr>
<tr>
<td>8. Assess ability of current system to scale for future drivers, e.g. coming laws</td>
<td>3.5-4.5</td>
<td>4.5-5.5</td>
</tr>
<tr>
<td>9. Learn about technologies, system architectures, and architectural practices</td>
<td>3.5-4.5</td>
<td>4.0-5.0</td>
</tr>
<tr>
<td>10. Investigate coming technologies</td>
<td>3.0-4.0</td>
<td>4.5-5.0</td>
</tr>
<tr>
<td><strong>Requirements</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Define the characteristics required for the product to be cost effective over competitors</td>
<td>3.5-4.5</td>
<td>4.5-5.0</td>
</tr>
<tr>
<td>12. Define the requirements for different steps in the systems life cycle, such as development, verification, maintenance, etc.</td>
<td>3.5-4.5</td>
<td>4.0-5.0</td>
</tr>
<tr>
<td>13. Establish the technical requirements for the system, e.g. identify interfaces and design constraints</td>
<td>4.0-5.0</td>
<td>5.0-5.5</td>
</tr>
<tr>
<td>14. Investigate enterprise constraints, such as available resources, competencies</td>
<td>2.0-3.5</td>
<td>3.0-4.0</td>
</tr>
<tr>
<td>15. Establish a requirement baseline of the system architecture</td>
<td>3.5-4.5</td>
<td>4.5-5.5</td>
</tr>
<tr>
<td><strong>Technical solution</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16. Develop and identify alternative architecture solutions and selection criteria</td>
<td>3.5-4.5</td>
<td>4.0-5.0</td>
</tr>
<tr>
<td>17. Identify make-or-buy alternatives</td>
<td>3.0-4.0</td>
<td>3.5-5.0</td>
</tr>
<tr>
<td>18. Investigate if the existing architecture can be expanded or adjusted to fit new requirements</td>
<td>4.0-5.0</td>
<td>4.5-5.5</td>
</tr>
<tr>
<td>19. Investigate suppliers (internal or external), in terms of risks, licenses, costs, supportability, responsibilities, viability</td>
<td>3.5-4.5</td>
<td>3.5-5.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td><strong>20.</strong> Assess whether the identified architecture-alternatives meet the requirements</td>
<td>4.5-5.0  5.0-5.5</td>
<td></td>
</tr>
<tr>
<td><strong>21.</strong> Evaluate the effects of the identified architecture-alternatives on the systems non-functional properties, e.g. response times, safety, security, etc.</td>
<td>4.0-5.5  5.0-5.5</td>
<td></td>
</tr>
<tr>
<td><strong>22.</strong> Assess the abilities of the identified architecture-alternatives to be evolved, reused, and expanded</td>
<td>4.0-5.0  4.0-5.0</td>
<td></td>
</tr>
<tr>
<td><strong>23.</strong> Assess the impact on system life cycle quality factors, such as producibility, verifiability, ease of distribution, usability, supportability, etc. and changes in the corresponding processes</td>
<td>4.0-5.0  4.0-5.0</td>
<td></td>
</tr>
<tr>
<td><strong>24.</strong> Assess requirements on competences, roles and responsibilities for the different product life cycle stages</td>
<td>2.0-3.0  2.5-3.5</td>
<td></td>
</tr>
<tr>
<td><strong>25.</strong> Analyze costs, e.g. development costs, maintenance costs, manufacturing costs</td>
<td>3.0-4.5  4.0-5.0</td>
<td></td>
</tr>
<tr>
<td><strong>26.</strong> Analyze added values on market opportunities and from technological advances</td>
<td>3.0-4.0  4.0-5.0</td>
<td></td>
</tr>
<tr>
<td><strong>27.</strong> Identify and assess commercial and technical risks</td>
<td>3.5-5.0  4.5-5.5</td>
<td></td>
</tr>
<tr>
<td><strong>Verification and validation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>28.</strong> Select architecture parts to be verified and the verification methods to be used</td>
<td>4.0-5.0  4.5-5.5</td>
<td></td>
</tr>
<tr>
<td><strong>29.</strong> Select architecture parts to be validated and the validation methods to be used</td>
<td>4.0-5.0  4.5-5.5</td>
<td></td>
</tr>
<tr>
<td><strong>Technical management</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>30.</strong> Update and review the architectural description</td>
<td>3.5-5.0  5.0-6.0</td>
<td></td>
</tr>
<tr>
<td><strong>31.</strong> Apply configuration management on the architecture description</td>
<td>3.5-5.0  4.5-5.5</td>
<td></td>
</tr>
<tr>
<td><strong>Communication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>32.</strong> Create acceptance and understanding of the need for architectural changes from the management organization</td>
<td>3.0-4.5  5.0-6.0</td>
<td></td>
</tr>
<tr>
<td><strong>33.</strong> Support management in decision-making on the proposed architecture and other necessary actions to be taken by them</td>
<td>3.0-4.5  5.0-6.0</td>
<td></td>
</tr>
<tr>
<td><strong>34.</strong> Create acceptance and understanding of the architectural changes in the concerned parts of the organization</td>
<td>3.0-4.5  5.0-5.5</td>
<td></td>
</tr>
<tr>
<td><strong>35.</strong> Provide help and assist in development projects</td>
<td>2.5-3.5  4.5-5.0</td>
<td></td>
</tr>
</tbody>
</table>
3.3.2 Characteristic of system refactoring

From literature studies we identified the characterizing factors of general system architecture processes. All found activities, shown in Table 2, were mapped to the characteristics they fulfilled. A comparison was made on how the identified important activities for refactoring (see Section 3.3.1), differ in their distribution of characteristics fulfillment against all found activities from literature. For example, activity *Analyze deficiencies in the current system*, was mapped to *effectiveness* (the activity ensures that right system is designed and for the right purposes). One activity could contribute to one or several characterizing factors, for example the activity *Find future product range and customer demand* was mapped to both *effectiveness* and *short/long term balance* (the activity ensures that both long terms and short terms strategies are considered).

Table 3 explains the characterizing factors and gives the distribution amongst activities, chosen as important, and amongst all activities from the survey. As can be seen in Table 3, the system refactoring activities differ in fulfillment of Quality and Acceptance.

<table>
<thead>
<tr>
<th>Characterizing factor</th>
<th>Explanation</th>
<th>Distribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SR activities</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>the activity ensures that right system is designed and for the right purposes</td>
<td>38</td>
</tr>
<tr>
<td>Quality</td>
<td>the activity contributes to lowering the number of detected faults after a product is released</td>
<td>28</td>
</tr>
<tr>
<td>Short/long term balance</td>
<td>the activity ensures that both long terms and short terms strategies are considered</td>
<td>17</td>
</tr>
<tr>
<td>Efficiency</td>
<td>the activity aids in reducing costs and resource-usage</td>
<td>7</td>
</tr>
<tr>
<td>Timelines</td>
<td>the activity contributes to that the process is completed before deadline</td>
<td>7</td>
</tr>
<tr>
<td>Acceptance</td>
<td>the activity contributes to distribute the understanding and acceptance of the architecture in the company</td>
<td>3</td>
</tr>
</tbody>
</table>
The 35 activities, which were identified as typical activities in general system architecture processes, were categorized into six main areas: Planning, Requirements, Technical solution, Verification and validation, Technical management and Communication. The categorization can be seen in Table 2.

The result of study D shows that the respondent chose all activities in the categories Verification and validation and Technical management as important for system refactoring, 80% of the activities categorized in Requirements, 60% from Technical solution, 40% from the category Planning and none from the category Communication.

3.3.3 Need of guidance

The ratings of need for guidance were also made on 0-6 Likert scales. Confidence intervals at $p = 0.95$ were calculated for the ratings of the need of guidance for the 35 activities. We found that the lower levels were above 3.5 for all activities, except for two activities. The confidence intervals for guidance need of all activities are shown in Table 2. We interpret the result as there is a need of guidance throughout the whole general system architecture process, except for these activities:

- Investigate enterprise constraints, such as available resources, competencies
- Assess requirements on competences, roles and responsibilities for the different product life cycle stages

3.4 Discussion

In this section we will discuss the outcome of the studies and propose a draft outline for the system refactoring process.

3.4.1 Study outcomes

This thesis describes four studies of the system refactoring process who aim to answer three questions:

- Which effects can be expected from a system refactoring?
- What are the drivers of system refactoring decisions?
- What would a guideline need to contain to support system refactoring

Study A and B were conducted to answer the first research question. In study A, interviews about expected effects were conducted with people employed at a Swedish company that was just about to start a system refactoring process, whereas the results from study B were based on literature stud-
ies of reported effects of on-going or completed system refactorings from, mainly, industry. It is worth to note that the concerned system changes were very similar in both studies.

The results from the both studies were quite consistent. However, in study A, effects on more company functions were found. An explanation could be that in study A the interview questions regarded the whole product life cycle, such as product planning and sales. In study B, the relevant literature was studied for effects of the introduction of AUTOSAR. All the identified effects were reported by authors that had mainly experience from system development and that did not investigate effects in other company functions.

The company in study A has today started to use the new system architecture in a development project. A risk that was identified in study A concerned the introduction of new tools and that they were not going to be tested enough. What we see today, concerning the tools and development environment is that adjustments of processes, roles, and responsibilities, are far more time consuming than was expected. An explanation could be that the company has bought several companies during the last years and therefore has a development organization distributed world-wide. Hence the definition of a new development process also includes adapting all current processes and securing that it will fit on all sites. Another risk, identified in study A, was that time constraints would affect system decisions so that the solutions would not be capable to be reused in several projects. We have not seen any sign of this yet, probably because the company already was used of having a common system platform across several machine types.

The results from both study A and study B imply that system verification can be highly affected by system changes, but the results from study C show that this is not an issue that decision-makers investigate prior to a decision. None of the respondents in study C asked for any information about how the proposed system changes would affect system verification or verification of specific components. Therefore we think it is important for guidelines to ensure that all concerned parts of the company and development organization is considered. A guideline must contain some kind of help to identify these parts. However, the results from study D imply that defining the requirements for different steps in the systems’ life cycle, such as verification, is an important activity in the system refactoring process. The question that remains is whether this activity should be performed before or after the decision is made.

From the results of study D we conclude that not only a guideline for system refactoring is needed but also guidelines in general for system architecting. Almost all activities seem to need some kind of guidance to be successfully performed. Only for two activities, the need for guidance was rated below our stated threshold. The two activities concerned human requirements for the different product life cycle stages and the investigation of available resources and competencies in the company. We also saw in study
C that these issues were not of large interest amongst the respondents. We can probably interpret these activities as typical for system engineering in general and not specific for system refactoring or even general system architecture processes. On the other hand, we got some conflicting results about the importance of technical management from study C and study D. In study C, only one respondent asked for information about configuration and management of the proposed solution, whereas in study D, the activities related to technical management were rated as important in the process. We interpret the results as that technical management is important during the process but not for the decision to start the process.

According to the results of study D, “investigating coming technologies” and “finding future laws and regulations” were not considered as important activities but on the other hand the activity “Assess ability of the current system to scale for future drivers” was considered as important. We interpret those results as the first two activities are part of the general architecture work and are constantly ongoing. The last activity is specific for the work that includes the investigation of the capabilities of the current system, which is essential to start a process of system refactoring. We also saw in the result of study C, that it was important to consider how the system would accommodate future requirements.

We conclude that we have to redraw the process, as described in Figure 3 (see Section 2.3). From the results of study C and D, we see that many activities of the system refactoring process start before the decision is made. These activities concern the monitoring of the current system, requirement definition and generation of architecture alternatives. The results of these activities are parts of the decision-support needed by the decision-makers. In study C, we see that information about costs and profits have to be added to the support, but these cannot be estimated before some activities have been made.

We were somehow surprised by the results given by study D. No one of the activities that regarded communication of system changes and the reason behind them, were considered as important in system refactoring. Our definition of system refactoring is “changing the architecture or system without changing the visible external functionality” and the same definition was given to the respondents and explained by examples. We believed that this kind of changes that are not related to the introduction of new system features, that attracts customers and increase sales, needs more efforts on persuading the management and organization. The results imply that we were wrong and that organizations probably are mature enough to understand the importance of the electronics system architecture in their products.
3.4.2 The system refactoring process

From the results of this thesis work, we can now make a mapping of the system refactoring process. This section will describe a draft outline of the process. The process consists of six stages: System monitoring, Definition of requirements, Generation of architecture solutions, Decision-making, Preparation, and Apply selected solution. Figure 5 gives a simplified illustration of the system refactoring process.

![System refactoring process diagram]

Figure 5. A re-drawn illustration of the system refactoring process. Decision-making is now an integrated element of the process.

**System monitoring**

This stage is more a precursor of the system refactoring process, and in fact a part of the general system architecture process. During this stage, the system is monitored for problems and if it is able to meet future requirements. The activities are:

- Find future product range and customer demand
- Analyze deficiencies in the current system
- Assess ability of the current system to scale for future drivers, e.g. coming laws
- Learn about technologies, system architectures and architectural practices

The outcome of this stage is the identification of what system or architectural changes are needed. This is the start of the system refactoring process.

**Definition of requirements**

During this stage the requirements of the system are identified and defined. The most important activity is to identify the technical requirements. The activities in this stage are:

- Define the characteristics required for the product to be cost effective over competitors
• Define the requirements for different steps in the systems life cycle, such as development, verification, maintenance, etc.
• Establish the technical requirements for the system, e.g. identify interfaces and design constraints
• Establish a requirement baseline of the system architecture

The outcome from this stage is a requirement baseline of the system architecture.

Generation of architecture solutions
In this step several architecture options that meet the requirement baseline are identified and to some extent assessed. Also the current architecture is examined whether it can be altered or if a new solution is required. The activities in this stage are:
• Develop and identify alternative architecture solutions and selection criteria
• Investigate if the existing architecture can be expanded or adjusted to fit new requirements
• Assess whether the identified architecture-alternatives meet the requirements
• Evaluate the effects of the identified architecture-alternatives on the system’s non-functional properties, e.g. response times, safety, security, etc.
• Assess the abilities of the identified architecture-alternatives to be evolved, reused, and expanded
• Assess the impact on system life cycle quality factors, such as producibility, verifiability, ease of distribution, usability, supportability, etc. and changes in the corresponding processes
• Investigate suppliers (internal or external), in terms of risks, licenses, costs, supportability, responsibilities, viability
• Identify and assess commercial and technical risks

The outcome of this stage is one or several architecture solutions that meet the base-lined requirements.

Decision-making
In this stage a decision is made whether changes are going to be realized at all and if so, which design solution to choose. The stage includes two main activities:
• Prepare decision-support
• Complete a decision
However, these activities consist of several sub-activities; some of them have already been made in previous stages. The decision-support should consist of:

- **Business case**, including costs and profits.
- **Identified architecture solutions**, including technical details, information about suppliers and identified technical and commercial risks.
- **Requirement baseline**, including future requirements, current requirements, enterprise constraints and external constraints.

**Business case**

The business case should cover the identified costs and profits for each solution. The costs are mainly related to system development, system maintenance and manufacturing, but other affected costs should also be identified and considered. The costs should consider both the initial costs related to the introduction of the solution and the remaining costs after the introduction.

Typical initial costs for system development are development of software, development of hardware, system adjustments, process adjustments and education. Typical remaining costs are tool licenses. Typical initial costs for manufacturing are system adjustments and remaining costs are related to hardware. Typical initial costs for maintenance are also education and system adjustments.

Typical profits that can be gained from each architecture solution are lower lead times for development, and verification, simplified maintenance, less costs in manufacturing, and increased sales.

The identified architecture solutions should be used to find the costs and profits. The changes should be mapped to identify effects on different life cycle stages of the product. For example, does the architecture solution require new development tools? Then, adjustments on processes and tools are required and should be considered. Is there a possibility for model simulations? Then, one can expect shorter lead times for verification. Table 1 shows a mapping of possible effects from typical features of system changes.

**Requirement baseline**

In the previous stages the requirement baseline that should be met by the architecture solutions has been set. Also enterprise and external constraints that are of interest for the decision should be gathered and added to the decision-support. Financing and available resources should be identified to reduce the risks of delays, as well as new legislation that must be fulfilled within the time scope.

The outcome of this stage is a decision on which architecture solution to use.
**Preparation**
This stage includes further exploration of the chosen architecture solution and aims to reduce risks in coming development projects. In previous stages risks have been identified and in this stage actions should be taken to avoid these risks. In this stage also process changes, responsibilities and the need for education should be identified and initial efforts on solving these issues should be made. The outcome of this stage is a plan for risk reductions.

**Apply selected solution**
In this stage the selected architecture solution is applied, most commonly in a planned development project. The activities in this stage are the same as in general system development, but some system refactoring activities remain and are applied in this stage. These are:

- Select architecture parts to be verified and the verification methods to be used
- Select architecture parts to be validated and the validation methods to be used
- Update and review the architectural description
- Apply configuration management on the architecture description

The outcome of this stage is a product that implements the new architecture.
4. Related work

In this section we will explore what literature report on the drivers behind systems refactoring and what effects that can be expected. Since most reported work about embedded systems describes introduction of product-platforms or component based development many of the studied papers are in that area. Some described studies will also be in the IT domain and about software refactoring since there are some similarities to the software part of embedded systems. This section will also explore the knowledge about the system architecture process and the role of the architects. The described studies concentrate on findings from real life issues. More related work about the architecture process can be found in Paper D. An important part of the system architecture process is decision-making. Therefore, the last part of this section describes studies of decision-making and methods that aid in decision-making.

4.1 Drivers of refactoring

According to Mattsson and Bosch [23], a reorganization without any externally visible changes on functionality most often depends on changed quality requirements. These reorganizations might improve system properties, such as flexibility, maintainability, performance and understandability. Another effect given by reorganizations is lowered effort to develop new products. Mattson and Bosch refer to reorganizations in object-oriented frameworks with reusable components but it might also be applicable for distributed embedded systems, and explains that requirements on costs savings have large impact on the architecture and hence large risks.

One driver might be to get the advantages of using standard architectures. According to Rathmann et al. [24] the automotive industry has solved the problem to cope with constantly new demands from customers on fuel efficiency, safety, driving comfort and legally demands, by adapting their architecture and processes to standards, such as AUTOSAR [9] and CMMI [25]. Therefore the OEMs (Original Equipment Manufacturers) are able to reuse software solutions developed by suppliers. This lowers cost since these solutions are developed and reused in many different vehicle types. He suggests that this might be the right choice even for off-road vehicles. The OEMs producing these vehicles often struggle with low volumes at the same time.
as they have to constantly meet new requirements, such as emission regulations.

According to the results of interviews of specialists in systems- and software architecture employed in seven Swedish international companies, conducted by Mustapic et al. [26], the drivers behind the development of new architectures are usually cost reduction or possibilities to use efficient tools, but seldom the arising of new technologies.

These three papers are interesting for our second research question, about the drivers behind system refactoring. They all mention reduced costs as a driver. Strengthening the ability of the system to be developed and maintained, seem to be a way of lowering costs, such as making the system more flexible and understandable. Another way seems to be to spread the costs by reusing solutions amongst several product types.

Wang [27] has a slightly different proposal of drivers for software refactoring. By interviewing 20 software developers from four different companies, he found out that there are also several personal factors that motivate developers to perform a refactoring of software code. Some of these factors are that the organization rewards the developers in different ways when they perform a successful refactoring, but also due to more intrinsic factors, such as the developer getting more self-esteem, or to habits of the developer.

These kinds of personal drivers might be significant for an individual developer that is only responsible for a small amount of software code in an IT system but within embedded systems development the situation is different. The projects are often large with several stakeholders with different technical expertise that have to cooperate and system refactoring is dealing with both software and hardware. Thus, we can assume that the drivers of system refactoring are somewhat different but may also be personal. There is no guarantee that stakeholders do not want to reduce their own efforts instead of considering the total costs of the company.

4.2 Effects from refactoring

We searched in papers after the expected effects of system refactoring by looking at reported effects from introductions of reusable solutions. As mentioned in Section 4.1, reduced costs seem to be a main driver of system refactoring. This is also reported as a positive effect when the same solution is reused in several products. However, it is not easy to make the shared solution able to fit in different contexts and it seems that the new way of working affects the organization.
4.2.1 Reusing components

To explore empirically if software reuse is as beneficial as one could imagine, Mohagheghi and Conrad [8] conducted a comprehensive case study at a large Telecom company. Three years of data was collected from three releases of two products. The products consisted of a lower layer of reused blocks, common for both the products, and a product-specific application layer. They found a reduction of software errors and development lead times.

Instead of reusing internally developed software components, companies can buy them from suppliers, so called COTS (Commercial-off-the-shelf) components. According to McKinney [28], COTS can lower time-to-market for products. However, both paper of McKinney [28] and Morisio et al. [29] report that the company cannot rely on the availability of the COTS from the supplier. Also integration problems late in the projects were reported as a problem [29]. Another consequence the company has to deal with is adapting the development process to get the benefits of using COTS. These papers show how important it is to consider costs and benefits for process changes as well as for enhanced system quality properties when deciding about refactoring an existing system. To deal with the problems, Morisio et al. [29], suggest that the experienced technical staff should be included in the decision-making process about which COTS to choose and that a specific team is responsible for the activities in evaluating, choosing, using and procuring COTS.

4.2.2 Product-line development

Tsakiris [30] reports effects from the introduction of a product-line platform to be used amongst several vehicle brands. One reason for introducing the platform is to manage complexity. He reports problems with the large differences between several vehicles, especially the large variations of control systems. Therefore they established an architectural framework, with a functional view that simplified common understanding of the functions and helped them reduce signals in the system. A special department group was responsible for the data dictionary and signal list of vehicle projects and developers had to request updates via the group.

From a sister company to the above mentioned company, Eklund at al. [31] also present an introduction of a reference architecture in the development of automotive electronics systems. Due to a well-defined design and identified non-functional properties the reference architecture became a success and the cost was optimized and could be used in several vehicle projects. However, to continue being successful and get return on investment, the architecture requires maintenance and distribution costs that are higher than the actual development cost of the architecture. Consequently, it is important for decision-makers to include these factors when deciding about
introducing these kinds of platforms. The authors also point out the importance of support from management on all organization levels since the introduction of the reference architecture will impact processes and organization.

All these above reported experiences from introducing product-line architecture in an organization confirm the findings from a study of Bosch [11]. He agrees with Eklund et al. [31] on that support from management is important and suggests that the managers should be exposed to more details and technical aspects of the product-line project.

Bosch has further studied problems in product-line development in [32, 33]. Bosch and Bosch-Sijtsema [33] report a trend going from product-line development to software ecosystems, meaning that, except for the platform and the internal developers building on top of the platform, there also exists a community of external developers that extend the products after they have been released by the company. Due to these three trends the complexity is increasing. To deal with the problems the companies must stop being integration-centric, i.e. most effort is given to the step where parts are integrated and validated, and start being composition-oriented, which means that teams are working independently, and are not dependent on each other’s releases, which is achieved by architectural rules and constraints.

Also Crnkovic et al. [34] present how the introduction of product-line architecture affected a large company that develops embedded industrial systems. Also in this study the development process was affected by the changes. Most of the reported problems were related to interface or architectural mismatches and encapsulation of service in components. They also mean that to be successful in product-line development more effort is needed on the overall architecture.

**Product-line development in IT systems**

There are also reports from using product-lines in the development of IT systems. Some effects seem to be the same as in the development of embedded systems.

Verlage and Kiesgen [35] report experiences from the use of product-line development in a relative small company. They conclude, as Eklund et al. [31], that product-line development is not just an investment in the introduction but also a constant need for cleaning up the platform. The introduction has also affected the company organization since new roles are needed.

Nonaka et al. [36] tested a model that can be used for examining effects of investments on scenarios of architecture reuse. They conclude that these investments should consider the number of planned products over the lifetime of the product-line and required time-to-market for the first product to be delivered.

Slyngstad et al. [37, 38] describe studies of evolution risks in IT systems. The largest risks were “Lack of stakeholder communication affected imple-
mentation of new and changed architectural requirements negatively” and “Poor clustering of functionality affected performance negatively” and the preferred strategies to deal with these problems were “Allow additional time for communication and feedback” and “Refactoring the architecture”. From this we learn that system refactoring is an important activity for system architects.

4.3 The system architecture process and the role of the architect

This thesis focuses on the system refactoring process. However, we believe that there are similarities between the processes for system refactoring and system architecting. Therefore we have explored the role of the system architects and what the process for system architecting looks like in industry.

Ahmed and Capretz [39] investigated empirically the effect of some key architecture activities in the performance of software product-lines. The measures were reduced costs and development time, market growth and financial strength. Domain engineering, requirements engineering, requirements modeling, commonality management, variability management and architecture artifacts manages supported the product-line performance positively. The study results show how important architecture activities are when introducing product-line development, which is normally preceded by a system refactoring.

To find out more about the system architecture process Mustapic et al. [26] interviewed specialists in systems- and software architecture from companies that all developed complex distributed system. When developing the system architecture for a new product it is important for the system architect to have knowledge and experience from the development of similar systems since the system architecture is reused between projects with only slight changes. Even though it was considered important to have a great knowledge of system development, the interest in the process amongst system architects was quite low. They conclude that it is important to keep core architecture teams relative small that define the fundamental principles of the software and system architecture. It is still important to communicate the derived architecture throughout the organization. A suggestion is that the architect takes the role of a technical leader in development projects.

Faber [40] describes his experiences of the architecture role in agile development. By letting the architects be involved in the development projects, flaws were discovered and corrected in time. At the same time the architect learned about the system. Earlier, when the architect just delivered a completed architecture to the application developers, mistakes were discovered too late.
Wallin et al. present findings in [41, 42] from case studies performed at two heavy vehicle manufacturers and one car manufacturer. In both studies they found that the companies lack clear architecture processes and methods for evaluating business values when selecting architecture. Decision-making was weak and mostly made on gut-feeling. They found that one company did not have a long-term architectural strategy [41]. The other study indicated lack of quality measures during development, and therefore architectural quality issues were not revealed until late in development projects [42]. These results imply the need for creating processes for the system architecture work, that fit global organizations and that clear out the responsibilities of the system architecture departments.

Lindgren et al. [43] present similar findings as Wallin et al. [41, 42]. The authors studied how software architecture is considered in release planning. They conclude that product management has generally little awareness of software architecture. In companies where product management is responsible for release planning it is even more important that software architects participate in decision-making. Most decisions are today made on gut-feeling and methods for balancing quality improvements and feature growth are missing.

As described by Eklund [31] and Bosch [11] there is a need for support by management during refactoring activities. Unfortunately, Wallin et al. [41, 42], report that management often lacks knowledge about electrical and software systems. The authors suggest that management should be educated in the area. This issue should be considered in a guideline for system architecture processes. As described above, Mustapic et al. [26] suggest that the architect takes the lead during development. Faber [40] also suggests that architects should be more engaged in development. These approaches might lead to a better understanding about architecture in the organization and perhaps also clear out the interface of the architecture department.

4.4 Decision-making

Decision-making is an important part of the work the system architect does. Even if the actual decisions are usually made by management, the system architect must provide the correct data. According to Hammond et al. [44], decision-making should include problem formulation, definitions of objectives or goals, identifying alternatives and their respective consequences, and trade-offs between the objectives when selecting amongst alternatives. Unfortunately, Tversky and Kahneman [45] claim that systematic and predictable errors are common when people make judgement of probabilities of events; well-educated and experienced persons are not an exception. As mentioned earlier, distributed embedded systems are very complex, and hence very hard for making assumptions about. We have therefore investi-
gated what tools that are available for analyses and decisions-making when making changes in the architecture of embedded systems.

4.4.1 The Software Analysis Architecture Method, SAAM

The Software Analysis Architecture Method (SAAM) was developed by Kazman et al. [46]. The method is used for evaluating different architecture alternatives for a desired property. It is based on a well understood system architecture and is therefore started by providing a clear architecture description. Next, concrete tasks, which are typical for the desired property, are chosen. For example the task “Changing the communication protocol” may be appropriate for the property “Maintainability”. Each architecture alternative is then analyzed and evaluated for how well it manages to perform the tasks. SAAM gives a structure for the analysis process but does not prescribe any method for how to evaluate the different architecture alternatives.

4.4.2 Architecture Level Modifiability Analysis, ALMA

SAAM underlies several other analysis methods, like the Architecture Level Modifiability Analysis (ALMA) [47]. ALMA was developed for determining the modifiability level of architecture elements. The first activity is to determine goals for the analysis, such as predicting maintenance cost, performing a risk assessment or selecting an architecture.

4.4.3 Architecture Trade-off Analysis Method, ATAM

SAAM is also the predecessor of the Architecture Trade-off Analysis Method (ATAM) [48]. The primary goal of ATAM is to assess the consequences of architectural decisions in the light of quality attribute requirements by identifying risks, sensitivity points and tradeoff points in the system. This is achieved by finding scenarios, using utility trees and generating system quality attributes. Most of the work is carried out by smaller stakeholder groups, consisting of architects, customers and the evaluators. ATAM proposes the use of larger brainstorming meetings with all stakeholders to prioritize the scenarios. The basic idea is to stimulate the creativity and communication of new ideas. The disadvantage of ATAM is that it is very time consuming but the many hours of work may also be a strength since the architecture gets very thoroughly investigated.

4.4.4 Cost Benefit Analysis Method, CBAM

The Cost Benefit Analysis Method (CBAM) [49] is an extension to ATAM and an attempt to map costs and benefits to system quality attributes and business goals by determining the relation between them. CBAM starts
where ATAM ends and adds cost to architect decisions and benefits to quality attributes.

4.4.5 Analytic Hierarchy Process, AHP

The Analytic Hierarchy Process (AHP) is a method for managing complex decisions based on mathematics and psychology [50]. This method starts by identifying architecture goals, criteria and alternatives. The stakeholders organize the criteria in a hierarchy by pairwise comparing them against all other criteria. Then the stakeholders pairwise compare the architecture alternatives against each other for each criterion. The problem with AHP is that the number of comparisons rapidly increases by the number of alternatives and criteria. AHP only helps in comparing alternatives against each other. Some other method must be used for identifying effects caused by the alternatives, e.g. ATAM [51].

4.4.6 More methods

Larsson et al. [52] present a method that deals with organizational effects. The method analyzes the influences that a change in architecture will have on the development processes. The method uses scenarios to identify the goals and activities needed for an architectural change which then can be used for finding affected processes. They mean that organization, architecture and processes are related to each other and when changing one of these the others may be influenced.

Tang et al. [53] propose a tool for software architecture design reasoning. This tool takes business goals and other design concerns, like functional- and non-functional requirements, organization, and technologies into account. The tool captures design-rational for relevant decisions, like trade-offs, risks, costs, and constraints, and the actual design. A similar approach is presented by Jansen and Bosch [54]. They present a tool where software architecture can be seen as a set of design decisions and which makes explicit the relationships between the design decisions and the software architecture.

Riebisch and Wolfarth [55] propose an ALMA based method for evaluating alternatives of architectural decisions, for both architectural design and refactoring. They conclude that the use of impact analysis methods help identifying risks of side effects, additional effort and changed behavior of the system and aid in determining if the possible risk is worth the effort.

Leitch and Stroulia [56] propose a model for predicting return-on-investments (ROI) for software refactoring. Since software refactoring is usually performed to lessen maintenance costs they calculate ROI as the savings of maintenance from a proposed refactoring divided by the devel-
opment cost. The refactoring is cost effective if ROI is greater or equal to one.

Clements and Bass [57] propose a way of gathering business goals by proposing a business goal viewpoint. They mean that system architecture have requirements that can otherwise be missed. The gathering of business goals gives the architect a possibility to accommodate the architecture for future demands. The proposed method consists of identifying stakeholders, gathering and prioritizing business goals from the stakeholders and identifying effects on architecture. Typical aspects of business goals are organization growth, financial objectives, personal objectives, responsibilities to employees, responsibilities to the country and society, responsibilities to shareholders, market position, improved business processes, product quality and product reputation.

A method that also captures requirements from business goals is proposed by Kamath [58], who claims that when IT-companies merge or reorganize the business complexity increases which is reflected in the architecture. He proposes a method for linking business architecture to application architecture for IT systems. In that way, the company can easier focus on future investments, outsourcing, and business strategies.

4.4.7 Utility of methods

Breivold and Crnkovic [59] have done a comprehensive survey of methods that support software architecture evolution. There are methods focusing on software quality during software architecture design. Later in the design phase, when one or several architecture alternatives have started to take shape, several methods help to evaluate the quality of the software architecture, like evolvability. SAAM [46], ATAM [48], and ALMA [47] (see Sections 4.4.1-4.4.3) are examples of such methods. A third category is methods that consider economic values, such as CBAM [49] (see Section 4.4.4). Other types of methods consider architectural knowledge management and modeling techniques. Most methods are primarily used for analyzing and evaluating software architecture, but also for creating alternatives, understanding requirements and creating business cases.

As stated by Wallin et al. [41, 42] practitioners lack methods for evaluations of business values and decision-making even though we have presented several methods in this thesis. Salonen and Perttula [60] claim in a paper from 2005, that the existing methods do not fit in industry and they suggest that new methods are developed that support concept selection. They studied the utilization of concept selection methods in Finnish industry. “Concept review meetings” was the most widely used method, followed by “Intuitive selection of concept”. Other common methods were checklists and expert assessments. Less than five percent used formal systematic methods, e.g. AHP and Pugh’s matrix.
Although there are several methods proposed by the research community it seems like they are not implemented and used in industry to a large extent. Perhaps, the research community has failed to announce the methods to industry, or maybe the available methods are too time consuming to be effective. Guidelines for system architecting could help by proposing suitable methods for certain decisions.
5. Conclusion

There is an emerging need for guidance and support in the system architecture processes. A guideline for system refactoring contributes to a part thereof. Such a guideline should explain what effects to expect for different system changes and helps providing required information for decision-making.

We have seen that the characteristics of the process follow the general architecture process. The focus seems to be on effectiveness, quality and the balancing between short-term and long-term goals. The process seems to emphasize on efficiency and timeliness less, probably since it needs time to achieve qualitative and effective solutions. The reason is that system refactoring can give effects that not only affect the system but also impacts the entire organization. Despite these cross-organizational effects, it is common that not all affected parts are considered when deciding on the implementation of changes. It is therefore important that a guideline for this process ensures that all affected parts are identified and taken into account while making a decision. A guideline must also emphasize on the importance of creating understanding and acceptance within the organization, since this activity is mostly forgotten by practitioners but still important for decision-makers.

5.1 Contribution

Our definition of system refactoring is “architecture or system changes without changes to the visible external functionality”. The profits from these changes are not as obvious as for the introduction of new product features that give increased sale. This thesis tries to highlight the benefits, and costs, that can be expected from different types of architectural changes and how decision-support can be prepared.

We have mapped the system refactoring process, its activities, its drivers, and expected effects. Now we have enough information to create a preliminary guideline. By help from the results presented in this thesis, companies who are facing a decision about system refactoring, can assess what they should study before a decision is made. Since we have identified probable effects of certain types of system changes, the decision-maker knows what effects can be expected when constructing a business case, including costs and profits. With the identification of effects, companies can now also pre-
pare themselves in time before the system changes are introduced, so that risks, such as delays in development projects, are minimized.

5.2 Future work

We have mapped the process and the next step will be to create a preliminary guideline that will be refined through testing in industrial projects. Several of the identified activities will presumably be defined at a lower level and it will be more clearly described when in the process they should be carried out.

Some open questions still have to be answered:

- Did we manage to isolate the process for system refactoring? The found characteristics of system refactoring, from study D, only slightly differ from general system architecting. A follow-up study is needed to ensure that we capture the real system refactoring process.

- How can we ensure consideration of all main effects? Related questions are: “How do we know what are the important effects to consider when preparing or deciding about system refactoring?” and “How far should we look, when is it appropriate to say that we investigated enough?”. We have seen that decision-makers focus on what is currently on their minds and seem to forget about the rest of the company organization. We have also seen that technical details are more considered than human related details, such as processes, responsibilities, and competence. Maybe that is not important for the actual decision of performing the system changes, but probably important to consider when preparing for the work of system refactoring. If these factors must be considered in on-going product development projects that are going to use the refactored architecture, they may get delayed and miss their deadlines.

- Is there a precedence order of the activities in system refactoring? In Section 3.4.2, we propose a flow order of the activities in system refactoring. However, this order is only a draft and based upon our findings of involved activities, drivers and effects. We have not yet investigated if any specific activity must be performed before another specific activity.
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