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Abstract

The model- and component-based development approach has emerged as an attractive option for the development of Distributed Real-time Embedded (DRE) systems. Within this context we target issues related to modeling of legacy communication, extraction of end-to-end timing models and support for holistic response-time analysis of industrial DRE control systems.

We introduce a new approach for modeling legacy network communication in component-based DRE systems. By introducing special-purpose components to encapsulate and abstract the communication protocols in DRE systems, we allow the use of legacy nodes and legacy protocols in a component- and model-based software engineering environment. The proposed approach also supports the state-of-the-practice development of component-based DRE systems. Because an end-to-end timing model should be available to perform the holistic response-time analysis, we present a method to extract the end-to-end timing models from component-based DRE systems.

The Controller Area Network (CAN) is one of the widely used real-time networks in DRE systems especially in automotive domain. We identify that the existing analysis of CAN does not support common message transmission patterns which are implemented by some high-level protocols used in the industry. Consequently, we extend the existing analysis to facilitate the worst-case response-time calculation of these transmission patterns. The extended analysis is generally applicable to any high-level protocol for CAN that uses periodic, sporadic, and both periodic and sporadic transmission of messages.

In order to show the applicability of our modeling techniques and extended analysis, we provide a proof of concept by extending the existing industrial component model (Rubus Component Model), implementing the holistic response-time analysis along with the extended analysis of CAN in the industrial tool suite (Rubus-ICE), and conducting an automotive-application case study.
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Thesis
Chapter 1

Introduction

In this thesis we introduce a new approach for modeling legacy network communication in component-based Distributed Real-time Embedded (DRE) systems. By introducing special-purpose components to encapsulate and abstract the communication protocols in DRE systems, we allow the use of legacy nodes and legacy protocols in a component- and model-based software engineering environment. The proposed approach also supports the state-of-the-practice development of component-based DRE systems. Because an end-to-end timing model should be available to perform the holistic response-time analysis, we also provide a method to extract such models from component-based DRE systems.

1.1 Background

An embedded system is a microprocessor-based system that is designed to perform a dedicated functionality by means of hardware and software [1]. Often, embedded systems interact with their environment through sensors and actuators. They mostly remain hidden in their applications, for example, an embedded system in a vending machine, because they are embedded inside the larger system which they control or which they are part of. They are found in almost all electronic items ranging from simple consumer products such as microwave oven and coffee machine to highly sophisticated systems such as industrial process controllers and smart phones. Their applications span over many domains such as automotive, aerospace, consumer electronics, biomedical...
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cal, military, business, industrial control, and many more.

It is estimated that about 10 billion processors are manufactured every year. Out of which, approximately 99% are embedded processors while only 1% find their way to the general-purpose computers such as PCs and laptops [1, 2]. Not only the number of embedded processors has increased in the past few years, but also the software which runs on them. The embedded software has drastically increased in size and complexity. In automotive domain, for example, a modern premium car contains nearly 100 million lines of code that run on about 70 to 100 embedded processors [3]. Another example of the complexity and large size of embedded software can be seen in the software for radio and navigation system in a modern premium car such as Mercedes Benz S-Class that alone contains 20 million lines of code [3]. Because of this trend of continuously increasing size and complexity of embedded software, the development of embedded systems has become very complex.

Often, an embedded system needs to interact with its environment in a timely manner, i.e., the embedded system is a real-time system. For such a system, the desired and correct output is one which is logically correct as well as delivered within a specified time (e.g., a deadline). One way to classify a real-time system is as being either soft or hard. In soft real-time systems, infrequent deadline misses can be tolerated. For example, electronic window control system in a car is a soft real-time system. On the other hand, missing a deadline in a hard real-time system can result in the system failure. In hard real-time systems, a logically correct but late response is considered as bad as logically incorrect response. The electronic engine control system in a car is an example of a hard real-time system. Many hard real-time systems are also safety critical which means that the system failure can result in catastrophic consequences such as endangering human life or the environment. For example, airbag control system in a car is a safety-critical hard real-time system.

In order to capture, e.g., requirements early during the development, handle the complexity of embedded software, lower the development cost, reduce the time-to-market and time-to-test, allow reusability, and support modeling at higher level of abstraction, the research community proposed model- and component-based development of embedded systems by employing the principles of Model-Based software Engineering (MBE) and Component-Based Software Engineering (CBSE) [4, 5]. MBE provides the means to use models throughout the process of system development. It uses models to describe functions, structures and other design artifacts. Whereas, CBSE facilitates the development of large software systems by integration of software components. CBSE raises the level of abstraction for software development and aims to
reuse software components and their architectures. There is a great interest for bringing these development techniques in the embedded systems industry [5, 6].

In DRE systems, the functionality is distributed over many nodes (processors). The nodes in a DRE system are connected to one or more networks. The software development of DRE systems is much more complex compared to uniprocessor embedded real-time systems because of various reasons including the distribution of functionality and real-time requirements on network communications. The example of a modern premium car, that we discussed above, provides a good example of an application of DRE systems. The size of embedded software in a modern premium car may reach up to 1 GB which may be realized by more than 2000 software functions distributed over 70 to 100 Electronic Control Units (ECUs) that may be connected by more than five different buses (or networks) [7].

When MBE and CBSE are used for the development of DRE systems, modeling of communication infrastructure arises as a challenge. In the industry, DRE systems are built often using legacy (sub) systems (i.e., previously developed) which use predefined rules for communication. Furthermore, DRE systems are often expected to use legacy network protocols for real-time communication. A component technology for the development of DRE systems should abstract the application software from the communication infrastructure. Moreover, the component technology should support the modeling and analysis of legacy communications and legacy systems.

The safety-critical nature of many DRE systems requires evidence that the actions by the system will be provided in a timely manner, i.e., each action will be taken at a time that is appropriate to the environment of the system. Therefore, it is important to make accurate predictions of the timing behavior of such systems. In order to provide evidence that each action in the system will meet its deadline, a priori analysis techniques such as schedulability analysis have been developed by the research community. The Holistic Response-Time Analysis (HRTA) [8] is a schedulability analysis technique which calculates upper bounds on the response times of event chains that are distributed over more than one node in a DRE system. The end-to-end timing model of a DRE system should be available to perform HRTA. Ideally, a component technology for the development of DRE systems should support automatic extraction of such timing model.

There are a number of real-time network protocols used in DRE systems. Among them, Controller Area Network (CAN) [9] is one of the most frequently used especially in automotive domain. It has been standardized by the Inter-
national Organization for Standardization as ISO 11898-1 [10]. According to CAN in Automation (CiA) [11], the number of CAN enabled controllers sold in 2011 are estimated to be 850 million. In total, more than two billion CAN controllers have been sold until today. Out of this huge number, approximately 80% CAN controllers have been used in automotive domain. CAN is a multi-master, event-triggered, serial communication bus protocol supporting bus speeds of up to 1 mega bits per second. In this thesis, we will focus only on CAN and some of its high-level protocols which are developed for various industrial applications. These include CAN Application Layer (CAL) [12], CANopen [13], Hägglunds Controller Area Network (HCAN) [14], CAN for Military Land Systems domain (MilCAN) [15], etc.

1.2 Problem Statement and Research Questions

The model- and component-based development has emerged as an attractive option for the development of software for DRE systems. The majority of existing model- and component-based development approaches allow for structural and functional modeling. They do not support execution modeling which is concerned with the modeling of run-time properties and/or requirements (e.g., end-to-end deadlines, jitter, etc.) of software functions. The modeling of DRE systems should extend down to the execution level to allow precise control of resource utilization and that timing requirements are not violated when the system is executed. However, providing such modeling support for DRE systems is very challenging because the functionality in DRE systems can be realized with more than one execution model, e.g., separate execution models for the nodes and networks. Today, one of the main focus points during the development of DRE systems in the industry is to model and express timing related information and perform timing analysis [16].

One way to deal with these challenges is to use a component technology that allows model- and component-based development of DRE systems with the support for modeling, analyzing, predicting and modifying the execution behavior. Such a component technology should complement structural and functional modeling with the modeling of execution requirements at an abstraction level close to the functional specification while abstracting the implementation details. The component technology should allow the expression of timing related information during the development. Moreover, it should facilitate the identification of timing errors early during the development by easily rendering the modeled DRE applications for end-to-end timing analysis.
However, building such a component technology to support the state-of-the-practice development of DRE systems raises many challenges. One of the main reasons behind these challenges is that the development process of DRE systems in academia and industry may be very different from each other. In academia, the development process often starts with discussions about models and functions. The models are assumed to be platform independent. Further, it is assumed that the models and functions will be deployed on specific platforms at a later stage. However, this way of development for DRE systems is often not practiced in the industry, especially in automotive or vehicle domain. The traditional process for the development of DRE systems in the industry starts with designing the bus (or network) communication. The infrastructure for the DRE system to be developed is already known. In the early stage of industrial development process of DRE systems, usually the focus is on finding the answers to the questions as follows. How many busses will be there in the system? Which nodes will be connected to which bus? How many messages will be there in the system? Which messages will be sent by each node? After finding the answers to these questions, the focus is shifted towards the development of functions. Thus, a communication-oriented development process is used for DRE systems and constitutes the state of the practice.

In order to provide a model- and component-based approach to support the state-of-the-practice development of DRE systems, we will target the challenges concerned with the modeling of real-time network communication and support for holistic timing analysis. One such challenge is to support the modeling of legacy network communication and allow the use of legacy nodes in component-based DRE systems. In order to ensure that the DRE system will behave in a timely manner during its execution, we need to analyze tasks, messages and event chains in distributed transactions and predict the end-to-end delays. The component technology for the industrial development of DRE systems should support state-of-the-art real-time analysis such as Holistic Response-Time Analysis (HRTA). The supported HRTA should be able to incorporate the analysis of common message transmission patterns that are implemented by the real-time network protocols used in the industry. In order to perform HRTA, the end-to-end timing model of DRE systems should be available. The extraction of end-to-end timing model from component-based DRE systems is another challenge that we will target.
The research problem addressed in this thesis can be formulated as follows.

Investigate how to provide a model- and component-based approach for communications-oriented development of DRE systems with a support for legacy communication protocols, legacy nodes and holistic response-time analysis.

We further refine this problem to formulate two questions that we will investigate in this thesis.

1. How to model legacy network communication and allow the use of legacy nodes for the state-of-the-practice development processes for component-based DRE systems?

2. How to extract end-to-end timing models from component-based DRE systems that are built using the state-of-the-practice development processes?

1.3 Thesis Outline

The thesis is organized into two parts:

Part I includes first three chapters. In Chapter 1 we provided an introduction to the thesis and formulated the research problem. In Chapter 2 we discuss the contributions in the thesis. Chapter 3 presents the conclusion and suggestions for the future work.

Part II presents the technical contributions of the thesis in the form of four papers which are organized in Chapters 4-7.
Chapter 2

Technical Contributions

This thesis presents the development and implementation of new modeling and timing analysis techniques which can be used for the state-of-the-practice development of component-based DRE systems. The contributions in this thesis are organized in four parts. In the first part, we introduce a new technique for modeling legacy network communication in DRE systems. The detailed contribution in this part is discussed in Paper A (Chapter 4). In the second part, we present a method to extract the end-to-end timing models from component-based DRE systems. The detailed contribution in this part is discussed in Paper B (Chapter 5). In the third part, we identify a need for the extension of existing response-time analysis of CAN, and accordingly, we present the extended analysis. The detailed contribution in this part is discussed in Paper C (Chapter 6). Finally, in the fourth part, we provide a proof-of-concept implementation of the techniques developed in previous three parts. The detailed contribution in the fourth part is discussed in Paper D (Chapter 7). In this chapter we provide a summary of these contributions.

Personal Contribution. The research work presented in these contributions was done in collaboration with my supervisors Prof. Mikael Sjödin and Dr. Jukka Mäki-Turja along with Dr. Jan Carlson (only Paper A). I am the main contributor and first author of all the papers.
2.1 Modeling of Legacy Network Communication in Component-based DRE Systems

This contribution addresses first research question. We introduce a new approach for modeling real-time network and legacy communication in component-based DRE systems. In order to show usability of our modeling approach, we implement it by extending the existing industrial component model, i.e., Rubus Component Model (RCM) [17]. By introducing special-purpose components to encapsulate and abstract the communication protocols in DRE systems, we allow the use of legacy nodes and legacy protocols in a component-and model-based software engineering environment. With the addition of these components, RCM will be able to not only model real-time network communication, but also support state-of-the-practice development of component-based DRE systems. The proposed extension also allows model- and component-based development of new nodes that are deployed in legacy systems that use predefined communication rules. These extensions also enable adaptation of a node when communication rules change (e.g., due to re-deployment in a new system or due to upgrades in the communication system) without affecting its internal component design. The special-purpose components can be automatically generated from the information about legacy communication or from early design decisions about network communication. Although RCM was selected for the proof-of-concept implementation, the proposed extensions should be generally applicable for the extension of several component models for the development of DRE systems that use the pipe-and-filter style for component interconnection such as ProCom [18] and COMDES-II [19].

2.2 Extraction of End-to-end Timing Models

This contribution addresses second research question. HRTA is an important activity during the development of DRE systems. In order to perform HRTA of component-based DRE systems, the end-to-end timing models should be extracted from them. The extraction of such models can be challenging because the design and analysis models are usually built using different meta-models. We present a method to extract the end-to-end timing models from component-based DRE systems to facilitate HRTA. This method is built upon the modeling approach that we discussed in the first contribution (Paper A). We discuss and solve the issues concerning the model extraction such as extraction of unambiguous timing and tracing information from all nodes and networks in the
system and tracing of event chains in distributed transactions. The extraction method for end-to-end timing models and the solutions of encountered problems may be applied to several component models that use a pipe-and-filter style for component interconnection. The end-to-end timing model that we considered is also general as it incorporates the analysis of several real-time network protocols used in the automotive domain. To show the applicability of our approach, we demonstrate the implementation of end-to-end timing model extraction in the analysis framework of the existing industrial tool suite RubusICE [20].

2.3 Extension of the Existing Analysis for Controller Area Network

To analyze communications in DRE systems, it is important to find out whether the existing analysis is sufficient or extensions are required to meet the industrial needs. In this work, we focus only on CAN and some of its high-level protocols. While answering the two research question (discussed in Chapter 1), we identified that the existing response-time analysis of CAN does not support the analysis of common message transmission patterns which are implemented by some high-level protocols used in the industry. The existing analysis calculates the response times of CAN messages that are queued for transmission periodically or sporadically. However, there are a few high-level protocols for CAN such as CANopen and HCAN that support the transmission of mixed messages as well. A mixed message can be queued for transmission both periodically and sporadically. In other words, a mixed message is simultaneously time and event triggered. Thus, it may not exhibit a periodic activation pattern. In order to support the development of DRE systems employing high-level protocols for CAN, there is a need to extend the existing analysis. We extend the existing response-time analysis of CAN to support mixed messages. The extended analysis is generally applicable to any high-level protocol for CAN that uses periodic, sporadic, and both periodic and sporadic transmission of messages.

2.4 Proof-of-Concept Implementation

In this contribution we validate our solutions to the research questions. In order to transfer the new modeling techniques and extended analysis, discussed in the previous three contributions, to the industry we need to validate them first.
While validating our solutions, we found out that the process of implementing and integrating state-of-the-art real-time analysis with an existing industrial tool suite offers many challenges. The Implementer has to not only code and implement the analysis in the tool suite, but also deal with several other issues. We present the implementation of HRTA as a plug-in for the existing industrial tool suite Rubus-ICE. As part of HRTA, we implemented the existing as well as the extended analysis discussed in the third contribution. The implemented HRTA is general as it supports the integration of response-time analysis of various networks without a need for changing the holistic algorithm. We discuss and solve encountered issues and highlight gained experiences during the implementation, integration and evaluation of HRTA plug-in. We believe that most of the experiences gained and solutions to the issues encountered in this work maybe applicable when other complex real-time analysis techniques are implemented in any industrial tool suite that supports a plug-in framework (for the integration of new tools) and component-based development of DRE systems. Finally, we provide a proof of concept for all modeling approaches and extended analysis discussed in this thesis by modeling an automotive industrial application (autonomous cruise control system) using extended RCM and analyzing it with HRTA plug-in in Rubus-ICE.

2.5 Discussion

We selected RCM and accompanying tool suite Rubus-ICE to provide a proof-of-concept implementation of our new modeling techniques and extended analysis for several reasons. Among them, one reason is the existing support for structural, functional and execution modeling of dependable embedded real-time systems. Further, RCM and Rubus-ICE provide a means for developing predictable and analyzable control functions with a support for modeling real-time properties and requirements, interconnections between the functions in terms of data flow and control flow separately, and generation of run-time framework.

With the proposed extensions, RCM along with Rubus-ICE can be considered a suitable choice for the component-based development of DRE systems in the industry for many reasons. For example, it complements the structural and functional modeling with the execution modeling of DRE systems; it supports communications-oriented development process for DRE systems; it supports the modeling of legacy communication and legacy systems; it can easily model and specify the timing related information; it has a small run-time
footprint (timing and memory overhead); it implements the state-of-the-art re-
search results; and it has a strong support for development and analysis tools.

2.6 Impact of Contributions

The new approaches for modeling legacy network communication and extrac-
tion of end-to-end timing models may be suitable for other component models,
for DRE systems, that use a pipe-and-filter style for component interconnec-
tion. The extended analysis supports common message transmission patterns
that are implemented by several high-level protocols used in the industry today.
Further, the analysis engines support the integration of the analysis of various
real-time networks without a need for changing the holistic algorithm. Most
of the encountered issues, proposed solutions and gained experiences in this
work may provide guidance for the implementation of other complex real-time
analysis in any industrial tool suite that supports a plug-in framework (for the
integration of new tools) and component-based development of DRE systems.

The new release of RCM and Rubus-ICE (Version 4.0) incorporates the
contributions and results presented in this thesis.
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In order to provide a solution to the first research question, we proposed a new approach for modeling legacy network communication in component-based DRE systems. The proposed approach abstracts the implementation and configuration of communications in DRE systems. It enables the communication capabilities of a node very explicit, but efficiently hides the implementation or protocol details. Moreover, the new approach allows model- and component-based development of new nodes that are deployed in legacy systems that use predefined communication rules. The proposed approach also enables adaptation of a node when communication rules change without affecting its internal component design. As a solution to our second research question, we presented a method to extract end-to-end timing models from component-based DRE systems that are developed using above modeling approach. The purpose of extracting the end-to-end timing models is to support the Holistic Response Time Analysis (HRTA) of DRE systems.

We believe, these techniques may be suitable for several other component models for DRE systems that use a pipe-and-filter style for component interconnection. Moreover, these techniques can be used for any type of "inter-model signaling", where a signal leaves one model (e.g., a node, or a core, or a process) and appears again in some other model.
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While we were looking for answers to our research questions, we identified a need for the extension of existing response-time analysis of CAN to support the analysis of common message transmission patterns that are implemented by some high-level protocols used in the industry. Accordingly, we extended the existing analysis which is generally applicable to any high-level protocol or commercial extension of CAN that uses periodic, sporadic, and both periodic and sporadic transmission of messages.

We provided a proof-of-concept implementation of our modeling and analysis approaches by extending the existing industrial component model, i.e., the Rubus Component Model (RCM); implementing the extended HRTA in an industrial tool suite, i.e., Rubus-ICE; and conducting an automotive-application case study. The analysis engines that we provide are able to predict important execution characteristics of the system such as holistic response times without a need for tedious and expansive testing.

We believe, the industrial tools that implement our modeling techniques and extended analysis for the development of DRE control systems may prove helpful for the software development organizations in the automotive domain to decrease the costs for software development, configuration and testing.

### 3.2 Future Work

An interesting future research direction is to investigate and develop patterns that allow transformation between several domain-specific modeling languages in the vehicular domain. The idea is to bridge the semantic gap between functional models (expressed in standard languages as EAST-ADL [21] and/or proprietary languages such as Simulink [22] or StateMate [23]) and execution models (expressed in standard languages like TADL [24] and Autosar [6] and/or proprietary languages like RCM). It would also be interesting and useful to facilitate the exchange of analysis models and tools between RCM and several other component models and tools used for the development of automotive embedded systems.

Another future work could be extending the existing analysis of CAN by combining the analysis of mixed messages in CAN (presented in this thesis) and analysis of CAN with FIFO queues [25]. The extended analysis will be able to compute the worst-case response times of mixed messages in the CAN network where some nodes use FIFO queues while others use priority queues. The preliminary work in this direction is presented in [26]. Another future work in this direction is the extension of CAN analysis for mixed messages
which have multiple sources for periodic and sporadic triggering.

In the future, the HRTA plug-in can be expanded by implementing and integrating the analysis of other network communication protocols (e.g., Flexray, switched ethernet, etc.) within the holistic analysis algorithms discussed in this thesis. Another future work could be providing a support for asynchronous data-flow using the two different semantics of data-age and reaction (described in [27]) in Rubus-ICE.
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