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Abstract

Release planning is an early product development activity concerned with deciding which features and quality improvements that should be pursued in development projects, i.e., it is an activity which to a large part decides how the development budget of a company is allocated.

This thesis investigates release planning for long-lived software intensive systems; systems which contain software, electronics, and mechanics, and have a life-cycle of 10-20 years. In performing release planning for these systems, the existing system, including its architecture, often represent a large investment which has impact on which features and quality improvements that are cost-efficient to include in a release. However, in industry today, little attention is given to the existing system during planning, resulting in decisions being based on uncertain information, and thereby increasing the risk of problems in the development projects.

This thesis is based on a multiple case study involving seven industrial companies developing and producing long-lived software intensive systems. There are several contributions in this thesis, aimed at understanding and improving the release planning process: (1) validation of previous research related to key-aspects for release planning including identification of short- and long-term planning as a new key-aspect; (2) the capture of state-of-the-practice for release planning; (3) a proposal for a capability model for release planning, which can be used to assess the capabilities of a company’s release planning process, but also for identifying process improvement possibilities; and (4) a process for finding a balance between investments in features and quality improvements, developed based on the practices used at two of the most capable companies in the study. Finding such a balance is important since adding new features may attract new potential customers, while improving the quality for existing customers can reduce costs of poor quality.
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Preface

My research education has been conducted in two different phases between the years 1998–2000 and 2005–2008, with work in industry between these phases. In this chapter I (i) describe the background to my research education and the focus in each of these two time periods and (ii) present a summary of my research conducted in the years 1998–2000 and relate it to the research in this thesis.

Research Education Background

My research education has been conducted over the years 1998–2000 and 2005–2008. The focus of my first research effort was on predicting properties of real-time systems, which was concluded by a successful defense of my licentiate thesis [Lin00] in the year 2000. After completing my licentiate thesis I started working as a consultant in industry, where examples of assignments included: evaluation of using object-oriented design and implementation for train control systems, development of a concept for a next generation train control communication infrastructure, and design and development of a flexible software architecture for mechanical control as part of a flatness control system operating in cold-rolling mills. During these 5 years, working at different companies developing software-intensive products I quickly realized that my prior research efforts would have little impact in improving these products.

In 2005 I started working as an industrial PhD student at ABB with initial aim of progressing research within the area of software architecture. In the beginning the research effort was devoted to (i) studying literature within the area of mainly software architecture, and (ii) attempting to formulate a suitable research problem. In rough terms, in
industry I observed products which I considered would benefit if their software architectures were improved. However, improving the architecture of an existing system is often associated with relatively large costs. Hence, to be able to allow for such architectural improvements there must be a part of the budget assigned to address these problems. Rather soon this line of reasoning comes across what is most relevant to do from a business point of view. Since the budget normally is limited, this could mean that if a software architectural improvement is performed, then there could potentially be no budget left for adding more features; features which potentially could increase revenues. This is, in short, how my research area for the years 2005–2008 became release planning; with much focus on improving the release planning process. As will be explained, in Chapter 1, it is relevant to consider the existing system during release planning including its software architecture.

Given this background it is quite natural that the two parts of the research have different direction. Or rephrased, it would be strange if the research would have identical focus after 5 years in industry, since this would imply that I would have learned little during these years.

Relation to Licentiate Thesis

This section summarizes the research efforts previously published as part of my licentiate thesis [Lin00]. The efforts were mainly in two areas:

- A method for estimating the worst-case execution time (WCET) of a program.
- A method for deriving reliability estimates for distributed real-time systems.

For the sake of completeness, the two main publications from my licentiate research are included in Appendix A and Appendix B, respectively. A summary of the licentiate research follows in the next two sections. We conclude this preface by describing some notable differences in research method and research area between my pre and post licentiate research.

My licentiate thesis was devoted to predicting properties of a single software architecture quality attribute (see Chapter 2.7 for a description of quality attributes) namely performance in the context of real-time systems. Real-time systems are often distributed systems where multiple computers, possibly using different kind of processors, and possibly
connected with different kind of network technologies. It is worth noting that all companies being part of the study presented in Paper A–E of this PhD thesis develop and produce real-time systems. Furthermore, this PhD thesis focuses on considering all quality attributes of an architecture, rather than a specific attribute, as was done in my licentiate research.

**Worst-Case Execution Time by Measurements**

Appendix A, originally published in my licentiate thesis [Lin00], presents a method for deriving the worst-case execution time of programs by performing measurements on the target hardware. As a basis for the method, we use a well known result by McCabe [McC76] and others, namely, the observation that there is a set of independent program paths from which all paths within a program can be expressed. The core of the method is to derive linear equations describing the execution time for executed paths as the sum of the visited independent paths. This procedure is repeated for a set of input data to obtain a system of equations. The solution to this equation system gives execution times for the individual sub-paths, which is one part of the problem of deriving WCET estimates.

The benefits of the approach are that: (i) measurements can be performed on the whole program; there is no need to perform measurements on isolated parts of the program, (ii) the target hardware can be used for the measurements, which eliminates the tedious and error prone work of creating an accurate timing model of the target system. Both these issues are becoming increasingly important since the timing of many processor instructions are becoming context dependent. For instance, to derive the execution time for a basic block on a pipelined processor, it is important to know which basic block is executed before and after the block. Therefore measurements can no longer be performed on isolated parts of the program, the whole program must always be taken into account if we need accurate results. Our method avoids the need for exhaustive measurements of program paths by measuring only the independent sub-paths, which often are order of magnitudes fewer than the total number of paths.
Deriving Reliability Estimates for Distributed Real-Time Systems

Real-time scheduling techniques have not gained widespread use in industry yet. One of the reasons for this is that the current methods seldom match how systems are actually implemented, nor do they cope well with the hardware that is used. We should, of course, mention that there are areas in which real-time scheduling is used successfully, but also that there is a large class of applications for which it is not directly applicable, mainly those with soft real-time requirements. It is also important to note that the hard real-time requirements which exist in schedulability models do not exist in the real world, hence, these models often deal with “artificial” requirements.

Appendix B presents a novel simulation technique for distributed real-time systems. From simulations of a system we observe when errors occur, in particular violations of timing constraints, and then we make statistical predictions on the overall reliability of the system (in terms of meeting timing constraints). The major benefit of this is that the analysis can be performed on all kinds of systems. The drawback is that we use statistics, and hence, cannot provide strict guarantees about the timing behavior of the application (except in special cases). However, industrial applications often require a reliability estimate, rather than timeliness guarantees.

Notable Differences in Research

The two periods of my research, 1998–2000 and 2005–2008, have had different direction. In the first period focus was on development of methods for predicting real-time properties, while the second period has had a main focus on processes and how people cooperate to develop technical solutions. In this section I comment on some notable differences when conducting research in these two different areas.

In 1998–2000 I used traditional computer science research methods, i.e., quantitative research methods as described in Chapter 3.1, where I in essence followed the following process:

1. Develop a method, or model, using existing research and experience as an aid, i.e., the creative part.
2. Quantitatively evaluate the method, for example, by benchmarking a set of similar methods and compare a set of known variables. For example, for WCET estimations we can compare the pessimism of the estimation on a set of programs with known WCET, and we can compare the time for computing WCET estimates.

3. Evaluate research results. If a new method shows to be better in any of the evaluated variables we basically have a research result worth publishing. From a scientific point of view this is solid work, however, but from an industrial perspective such a result does not necessarily provide any immediate value.

In 2005–2008 my research focused on improving the release planning process. Compared to the work in 1998–2000 there are some rather distinct differences:

• The number of relevant variables is unknown.

• It is hard to study improvement of release planning processes in a constructed lab setting. Instead this research must capture and observe practices being used in real context, e.g., at companies. One way of capturing such data is by interviews. That is, interviews is a useful method for collecting data; data which in, e.g., the WCET research relatively simply can be measured.

• All relevant variables can not be quantitatively measured. In particular, data collected during interviews are typically qualitative.

• How can we compare and evaluate different release planning processes? What really matters for release planning is basically building good business, but this depends on many things, e.g., market demand. We can of course evaluate other aspects, such as number of decisions made, but with the drawback of such aspects possibly not being good indicators of a good release planning process.

Another way of looking at these two research areas is that my research in 1998–2000 was focused on developing and evaluating technical solutions, while my later research focused on developing and evaluating processes, i.e., focus on how people work, or should work. In the pre licentiate period, the main challenge was in the technical work, not in applying the research method, whereas the main challenge for the research in the post licentiate period has been related to the methodology, which requires more training and is much harder to master.
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Chapter 1

Introduction

Remaining profitable is becoming increasingly hard due to tough competition and globalization. For companies basing their business on selling products this means that their products must be developed, produced, and marketed using lower and lower cost. At the same time these products need to higher degrees exceed customers’ expectations on quality, cost, and functionality to beat the competition. Failure to consistently be profitable can result in going out of business. Product development is concerned with identifying and transforming market needs and opportunities into products, products which later (hopefully) can be sold to customers and generate profit to the producing company.

This thesis addresses an early phase of product development during which it is decided what should be included in the next version of a product. Our focus is product development of long-lived, i.e., in the range 10–20 years, large software intensive products, for which product development is truly a non-trivial task. Examples of such products are: telecommunication systems, train control systems, and automation systems.

There are several reasons to why product development of these kinds of products is a non-trivial task, which we divide into internal and external factors:

*Internal factors* refer to properties of the products themselves and factors existing within these kind of companies. A company typically has some degree of control of these factors.
Chapter 1. Introduction

**Complexity** The products themselves typically contain significant complexity.

**Diverse competencies** Software intensive products typically contain software, electronics, and mechanics. Hence, development of these products requires cooperation among people within diverse competence areas.

**Scale** Not only are the products complex, but in addition the development organization is usually large and often distributed. That is, development of these products involves many people, which in itself is a contributor to development complexity. Typically there is not single individual within these kinds of companies that understand the product in full. Hence, product development is largely a cooperative effort.

**Evolution** These products are developed in steps during the products’ life-cycles, where each step builds on earlier steps. From a technical point of view this can become problematic, since over the years there will be requirements changes that potentially make the original technical solution inappropriate. Furthermore, it is not certain that the people that developed the original technical solution still remain at the company. Over the years there can also be significant changes in the competence required to develop these products using emerging technology.

**External factors** refer to factors outside the control of the company.

**Legislation & standards** New legislation and standards may become mandatory to follow. For example, in the car industry there are regular updates to the allowed emission rates, which forces development of more efficient engines; actually quite a lot of software is required in today’s car engines in order to be able to comply with legislation. Inability to comply with a country’s legislation will rule out the possibility of selling products in that country, which can lower revenue possibilities for a company. New standards can place new requirements on the processes used in developing these products, e.g., the new machine directive 2006/42/EG in Sweden which is compliant with the European Union directive. Safety standards
also place requirements on development processes, such as the IEC 61508.

**New technology** The rapid evolution of processors and network technology enable new functionality to be developed, which earlier was realized as pure electrical or mechanical solutions, i.e., software is becoming increasingly important in today’s products. As a consequence, the software in these products is becoming more complex. Such innovations include anti-lock brake systems (ABS) and anti-skidding systems in cars.

**Integration** Today’s technology allows integration of more systems than earlier. Again, this increases the complexity in these products. For example, consider today’s mobile phones. Earlier we used our phones for the sole purpose of calling other people. Today, these devices support SMS, MMS, internet surfing, reading of e-mails, cameras, music players, etc. etc. Actually, some of today’s mobile phones contain functionality previously only found in desktop computers.

**Changing expectations** During these products’ life-cycle there can be significant changes in customer expectations, and also in the available technology, which further complicates the problem. Hence, to be attractive on the market it is normally required to constantly update the product offering. Again, consider a mobile phone as an example. What were your expectations on functionality 10 years ago? What are your expectations today? What price are you willing to pay to obtain this functionality (before and now)? Much can happen in 10 years...

As mentioned, this thesis addresses an early phase of product development during which it is decided what should be included in the next version of a product. Typically, this phase is referred to as release planning or product planning [RS05, Car04, BAW06]. Release planning can be seen as a company-wide optimization problem where the goal is to maximize utilization of the often limited resources, such as budget and developers, of a company and turn them into business benefit. Normally the cost of implementing all proposed needs is larger than the budget

---

1A *need* is a proposal for a change that normally is negotiable to some extent; needs later become project requirements. Needs can be proposed by both external stakeholders, e.g., customers, as well as internal stakeholders, such as developers.
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Figure 1.1: Overview of need prioritization during release planning.

allocated to a release, therefore a decision needs to be made of what to include in a release and what to postpone. Also, the set of needs has to be prioritized in order to maximize business value of the needs included in a release.

As input to release planning are a set of needs that, when implemented as part of a product, provides some business/customer value. A need is a proposal for a change that normally is negotiable to some extent; in later phases needs are transformed into product requirements. A need typically can be classified as being either a feature, quality improvement, or cost-cut request. Quality improvements are concerned with improving some existing part of a product, for example, making a product more user-friendly or improve its performance. Features extend the product in some way, e.g., by adding new functionality. Cost-cut initiatives are typically aimed at reducing the production cost, but can also be related to process improvements, e.g., improve the order handle flow within a company. Cost-cut initiatives can result in further feature or quality improvement needs. For example, by using less material during production it may be possible to lower the production cost. However, when using less material it is possible for the mechanical construction to be weakened. In some cases this can be compensated for by using more advanced control algorithms. Hence, in such a case a cost-cut initiative
also result in, secondary, new feature needs. Figure 1.1 illustrates how the different kinds of needs are selected and prioritized before they reach product development, where a need is symbolized by a grayed circle; different shades of gray for different kinds of needs.

This thesis is concerned with improving the release planning process, for which there are several motivations:

- From an *industrial perspective* release planning is a significant contributor to deciding what features, quality improvements, and cost-cut activities that product development should focus on. Hence, it is a major contributor to deciding what will be released to the market, i.e., it is concerned with building the company business. Typically there are many stakeholders involved in making decisions on the needs to include in a future release. The selection of what needs to include is a complex task, which cannot be computed mathematically, since there basically is no right or wrong choice; only better or worse choices. Still, it is not desired to have such a decision be influenced by irrelevant factors, such as own personal gain, since in large parts these decisions will affect the future company business.

- From an *academic perspective* release planning has received relatively little attention, at least when considering its importance for company success. There are sub-problems within the area that have received attention, however, few approach the problem in its entirety.

Release planning is an early product development activity, as indicated in the description above, but often it is also a continuous activity lasting the entire product development project(s) assigned to implement the prioritized needs. The reason for this are uncertainties and risks associated with implementing new needs as part of product(s), as is typical in most product development, which may require replanning.

There are several problems involved in performing release planning for these kinds of products. One particular such problem with software for long-lived products is that *software ages*, as is pointed out in Software aging [Par94] and the Laws of Software Evolution [Leh80]. This aging occurs due to, e.g., changes in customer expectations, the developers making changes do not understand the original design concept, or the original design solution not being suitable for new needs. Furthermore,
as the software grows in size it becomes more complex and as a result even harder to modify. As is pointed out by Spinelli in [Spi07]: “We haven’t yet come to terms with the idea that software ages, often beyond salvation.” However, redesigning parts of, or entire, industrial software systems is associated with large costs and risks [MWN+04], which can potentially cause seemingly sound investments made in software become poor investments. This is one reason for companies often being reluctant to embark on large redesign efforts. Another reason is that software quality improvements to existing systems are often considered being investments with relatively long time before a sound return-of-investment can be reached, and therefore it can be especially hard to decide when, and which, quality improvements to include in a release [Lin07].

Whether we like it or not, software deteriorates over time [Lan02], and as a consequence it needs to be maintained. However, sometimes redesign is required to improve the software’s state. In practice, redesign decisions typically are hard to make since it basically means throwing away an investment already made. The decision is hard since in the short-term it can be more cost effective to do a quick fix that solves the problem, which typically results in a technical debt [FBB+99]. However, such a solution often makes it harder to extend the software further. Hence, in the long-term it can be more cost effective to redesign the software. Furthermore, there are often many risks and uncertainties in making this decision.

The aim of this thesis is to develop a process that can be used for improving the release planning process of an organization, with a specific focus on how to find a balance between short- and long-term investments, which can be translated into how to balance investments in feature growth, quality improvements, and cost-cut initiatives.

1.1 Research Motivation

In this section we discuss the motivation for this research. As mentioned in the beginning of Chapter 1 release planning is concerned with identifying the needs providing greatest return of investment [SR05b, SR05a, RS05, Car04]. More loosely expressed, release planning is concerned with identifying the needs, that if implemented as part of a product, provides possibilities for fulfilling the needs by both new and existing customers as well as other stakeholders having interest in the product,
1.1 Research Motivation

<table>
<thead>
<tr>
<th>Project Success Factors</th>
<th>% of Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. User involvement</td>
<td>15.9%</td>
</tr>
<tr>
<td>2. Executive management support</td>
<td>13.9%</td>
</tr>
<tr>
<td>3. Clear statement of requirements</td>
<td>13.0%</td>
</tr>
<tr>
<td>4. Proper planning</td>
<td>9.6%</td>
</tr>
<tr>
<td>5. Realistic expectations</td>
<td>8.2%</td>
</tr>
</tbody>
</table>

Table 1.1: Top 5 project success factors [Sta95].

<table>
<thead>
<tr>
<th>Project Impaired Factors</th>
<th>% of Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Incomplete requirements</td>
<td>13.1%</td>
</tr>
<tr>
<td>2. Lack of user involvement</td>
<td>12.4%</td>
</tr>
<tr>
<td>3. Lack of resources</td>
<td>10.6%</td>
</tr>
<tr>
<td>4. Unrealistic expectations</td>
<td>9.9%</td>
</tr>
<tr>
<td>5. Lack of executive support</td>
<td>9.3%</td>
</tr>
</tbody>
</table>

Table 1.2: Top 5 project impaired factors [Sta95].

thereby hopefully contributing to increased sales; assuming that those needs attract customers willing to buy the product. From a business perspective the goal of release planning is to optimize profit.

Product development, of which release planning is one of the early tasks, is required for realizing the plans decided during release planning. Sadly, based on the results presented in the Standish Group Report [Sta95] one can conclude that software development is a rather immature engineering discipline, since only 16.2% development projects are completed on time and on budget and in larger companies only 9% deliver on time and budget. Table 1.1 presents the factors identified as contributed most to project successes, while Table 1.2 presents the factors identified as contributing most to projects being cancelled. Most of the factors in Table 1.1 and Table 1.2 are related to release planning.

A more recent publication by the British Computer Society [oE04] indicates that the situation still is in need of improvement, although it may have improved. For example, in one survey conducted by the British Computer Society only 3 out of more than 500 development projects were
considered successful\textsuperscript{2}. Furthermore, in their summary they conclude that “...the most pressing problems relate to the people and processes involved in complex IT projects” [oE04].

Today most product development is required to be based on existing systems for economical and time-to-market reasons [MWN+04]. This forces existing systems to be evolved by adding features or improving existing features. During such evolution the existing system often has impact on which extensions and improvements are easy, hard, and possible to perform [BCK03], thereby also possibly having impact on what extensions and improvements provide greatest return of investment. The importance of considering evolution aspects is further motivated by “...the software development community is coming to grips with the fact that roughly 80 percent of a typical software system’s cost occurs \textit{after} initial deployment” [BCK03]. Furthermore, within the software engineering community it is known that as a software system ages the cost of change will increase [Spi07, Par94]. It is also known that software aging is inevitable, just as it is for humans. Parnas writes that “our experience with software aging tells us that we should be looking far beyond the first release to the time when the product is old” [Par94].

Software architectural concerns should be addressed early on in order to enable fulfillment of business critical quality attributes [BCK03]. Quality attributes are basically determined by non-functional requirements, such as performance, safety, and security. Failure to fulfill critical quality attributes results in a product useless to its intended customers. Furthermore, to modify the quality attributes of an existing system often is associated with high costs. It would therefore seem natural, from a business point of view, to address these issues early on. However, from a software architectural point of view there are more problems with product evolution occurring over long time, in the range 10–20 years, which complicates the problem even further. For example, during such time spans customer expectations may radically change, new technology may become available enabling new kinds of products to be developed and/or reducing cost of product development, and there may be changes in business goals. These changes can have impact on the software architecture required to support these changes.

To summarize the motivation:

\textsuperscript{2}By successful they refer to projects which meet expectations on cost, quality, and delivery time.
1.2 Research Questions

- Release planning is an important activity aiming at identifying the needs providing greatest return of investment.
- In industry most product development is performed by evolving existing systems, consequently the existing system needs to be considered during release planning.
- The software architecture of the existing system can be an enabler to new features, but it can also place constraints on what can be done cost-effectively.

1.2 Research Questions

This section presents the research questions addressed by this thesis. We are using a research approach based on grounded-theory [SC98], i.e., we develop models/methods based on observed data. In grounded-theory research it is common to not have the full set of research questions defined before commencing on the research effort, instead these questions are formulated as part of the research. This is the case in this research as well. More details concerning the research method used during this research are presented in Chapter 3, including more information on the formulation of the research questions. However, the aim of this research is to improve the release planning process. As a consequence the research questions have been formulated as questions that need to be answered in order to obtain insights and knowledge that enable release planning process improvements to be developed.

As a starting point in this research we need to understand what aspects of release planning industry considers being key, and consequently what aspects are relevant to improve, we first need to identify what these aspects are. The first research question (RQ) therefore is:

RQ1: What are the key aspects of software release planning in industry?

As an aid in answering this question we have used the release planning key aspects proposed by Salin and Ruhe [SR05a] as a reference model,

\footnote{Initially the aim was to develop a method useful in deciding the balance between investments in features and quality improvements, however, while conducting the research the focus has shifted more towards process improvement; the research method is described in Chapter 3.}
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i.e., we also attempt to validate their results. After gaining knowledge concerning what industry considers being key, we can start studying the practices used in industry during release planning, i.e., how do current practices enable fulfillment of the key aspects:

**RQ2:** What are the (observed) best-practices for release planning in industry?

To answer RQ2 we need to capture the current state-of-the-practice and to among a set of practices identify the best-practices. Companies usually have different motivation for using a specific set of practices, understanding these motivations and the problems these are aimed at addressing provide valuable insights. The aim of this research is to improve the release planning process of an organization, and specifically how to decide the balance between investments in features and quality. Our third research question is:

**RQ3:** Given the answers to RQ1 and RQ2, how should a company find a balance between investments in features and quality?

By answering research questions RQ1 and RQ2 a number of valuable insights will be gained for release planning in industry. These insights aid in developing methods that improve the release planning process, RQ3. In Chapter 4 we will return to the research questions and discuss their answers, and the relation to Paper A–E.

1.3 Scope

The focus of this research is primarily aimed at improving release planning for software intensive products with long-life cycles, typically in the range 10–20 years. Software intensive products are not pure software products, instead these contain mechanics and/or different kinds of electronics. However, today most feature growth is enabled by software and software has a significant contribution to the functionality of the product. Products existing in this domain are, for example, automation systems, telecommunication systems, and transportation systems. These kinds of products are normally developed in steps, i.e., in a series of releases, where the existing system typically represents a large investment, which has impact on what features and improvements are cost-effective to perform.
There exist different types of releases for software products, each with different purpose. There are variations between companies in terms of which types of releases they use and how these are denoted. For example, Case 7 in [Lin07] uses three kinds of releases: main release, service pack, and bug fixes. Bug fix releases contain corrections to problems (released frequently, say once per month), service releases contain corrections to problems and sometimes new functionality, and the main release introduces mainly new functionality (released more seldom). This research is focused on release planning for major releases, i.e., the type of release typically adding most new features and improvements. The main releases studied in this thesis are usually released every 6 to 24 months.

A comment just to avoid possible confusions, the concept of release planning is also used within the Agile community [Agi07], where it refers to planning of smaller incremental releases. We are using the term release planning since this is used in research where the existing system is taken into consideration [SR05b, SR05a], and we refer to planning of mainly major releases, rather than smaller incremental releases.

Agile development, which is briefly discussed in Chapter 2.2, generally is considered to be well suited for small development teams, up to 15–20 developers [Boe02, Con01]. In this work we are primarily investigating release planning for products being developed by more developers than considered appropriate for Agile development. The products studied in this thesis are typically developed in some 20–30 sub-projects, which together form the major release. However, it may be possible to use Agile development practices in some of these sub-projects. Based on this one can conclude that the companies studied in this thesis are relatively large. However, due to non-disclosure agreements we cannot reveal any absolute numbers concerning their size.

This thesis is not concerned with portfolio management, i.e., the task of managing a set of products. Instead the focus of the thesis is mainly on improving an existing product within an existing market. However, it may be the case that some of the results in this thesis are also applicable outside this scope.

Assessment is required for identifying the current state of the release planning process within an organization, since without knowing the current state it is hard to identify what to improve. However, this is not within the scope of this research.

Apart from being a large and interesting area for a large audience, our personal motivation for having the described scope for this thesis
is threefold, (i) a significant and important part of Sweden’s industrial companies are operating in this context, (ii) we have existing contacts into some of these companies which make them relatively accessible for studies, and (iii) it is in our personal area of interest.

1.4 Thesis Overview

This thesis is published as a collection of papers, hence, it consist of two main parts. The outline for the first part of the thesis is as follows:

Chapter 1 This chapter, introduces release planning, the research questions, scope of research, and provides an overview of the thesis.

Chapter 2 Presents a selection of the related work for release planning.

Chapter 3 Presents the method used in conducting this research, as well as a discussion concerning threats to validity of the research.

Chapter 4 Presents the research results resulting from this thesis and provides answers to the research questions stated in Chapter 1.2.

Chapter 5 Summarizes the contributions of this thesis and discusses possibilities for future work.

The second part of the thesis contains the collection of papers included in this thesis. Note that these papers have been reformatted according to the thesis template, however, the content of the papers are identical to the published versions of these papers. The outline for the second part is as follows:

Chapter 6, Paper A “Importance of Software Architecture during Release Planning”, focuses on how software architecture is considered during release planning and specifically on how the role of a software architect is influenced. Results are based on a multiple case study involving 7 industrial companies. Among the findings are: product management has insufficient knowledge to address architectural issues, still the process employed for release planning at a company can have possibilities of addressing architectural issues. Presented at Working IEEE/IFIP Conference on Software Architecture (WICSA), Vancouver, Canada, February 2008.
Authors: Markus Lindgren, Christer Norström, Anders Wall, and Rikard Land. [LNWL08]
Chapter 7, Paper B  “Key Aspects of Software Release Planning in Industry”, uses the release planning key-aspects proposed in [SR05a] as a reference model and then, using a multiple case study, validates some of the key aspects proposed in [SR05a]. One new key aspect for release planning is identified, short- and long-term planning, and two of the key-aspects proposed in [SR05a], scope and prioritization mechanism, are determined not to be key aspects for release planning. Presented at the 19th Australian Software Engineering Conference (ASWEC), Perth, Australia, March 2008. Authors: Markus Lindgren, Rikard Land, Christer Norström, and Anders Wall. [LLNW08a]

Chapter 8, Paper C  “Towards a Capability Model for the Software Release Planning Process — Based on a Multiple Industrial Case Study”, presents a starting point for a capability model for release planning, which is based on generalizing the work in Paper A, Paper B, and Technical Report A. Based on [Lin07] it is clear that companies release planning processes differ quite much. The general idea of the model is to aid companies in improving their release planning process. The model is based on experiences gained from the earlier multiple case study. Presented at the 9th International Conference on Product Focused Software Process Improvement (PROFES), Rome, Italy, June 2008. Authors: Markus Lindgren, Rikard Land, Christer Norström, and Anders Wall. [LLNW08b]


Chapter 10, Paper E  “An Initial Capability Model for the Software Release Planning Process — Based on a Multiple Industrial Case Study”, is an extended version of Paper C where parts of Paper D have been integrated; Paper C was invited for journal publication
after its presentation at PROFES’08. Submitted to the Journal of Software Process Improvement and Practice.
Authors: Markus Lindgren, Rikard Land, Christer Norström, and Anders Wall. [LLNW09]

Appendix A and Appendix B Contains the two main publications from my successfully defended Licentiate thesis [Lin00], which are provided here for completeness. As has been discussed in the Preface on page vii my research has been conducted in two different time periods, 1998–2000 and 2005–2008, and in two different, but related research areas.

My contributions: I am the main contributor of Paper A–E, which are co-authored by my supervisors. Furthermore, I am the main driver behind the case study design and also the main driver during the interviews in the study. During each interview one of my supervisors has been present with main purpose of taking notes during the interview. After each interview I have written a short report based on the notes taken during the interview, which then has been discussed with the supervisor being present during the interview. The general workflow when writing the above papers is that first I come up with an idea for a paper which I then discuss with my supervisors. Based on the feedback from these discussions I create a first draft of the paper. The draft is proof read by my supervisors after which I adjust the areas I consider being relevant to adjust. The last step of the process is usually iterated a few times for each paper.
Chapter 2

Related Work

This chapter presents a selection of related work for release planning, where our intention is to cover areas most closely related to release planning (as treated in this thesis) in greater depth. However, we also present research in other related areas, although more briefly. We start by a clarification of terminology in Chapter 2.1 and continue with a rather general introduction to product development in Chapter 2.2, which concludes with a short overview of research areas related to this thesis. Chapter 2.3 provides an introduction to quality models. Release planning processes are covered in Chapter 2.4, continuing with research focused on developing release planning algorithms in Chapter 2.5, and with requirements prioritization discussed in Chapter 2.6. Finally, in Chapter 2.7, we first give an introduction to software architecture and continue with a few examples of architecture-centric methods.

2.1 Terminology

Planning can be done at several different levels in an organization [DeG00, LKK05, JS06], ranging from vision, business strategy, product strategy, release planning, to project planning. Release planning, for example, is concerned with deciding the features, quality improvements, and cost-cut initiatives which should be pursued for a future product release. However, the terminology used for these different levels of planning, and what is actually captured by each term, is not clear-cut. In this section
we briefly describe this related terminology and shed some light on where release planning fits in.

An example set of levels of planning are illustrated in Figure 2.1. The vision captures the long-term (visionary) goal for an organization. For example, the vision for a company developing safety equipment for cars the vision could be zero fatalities in traffic. The business strategy, which is linked to the vision (illustrated by the arrows in the figure), would express how to profit from the vision. The product strategy in turn would focus on desirable product properties, which would be linked to the business strategy. The next levels of planning, roadmapping, product planning, and release planning, deals with deciding what and when specific product features and quality improvements should be released. In the literature it is recognized that these terms are sometimes used with different focus, and sometimes they refer to the same level of planning [LKK05, JS06, RSO08, RS05]. Hence, there is a grey zone in terms of what is really meant by these terms.

**Terminology in relation to this thesis:** We use the term release planning in this thesis, since the term release planning is mainly used when consideration is taken to the existing system [SR05a, RS05, JS06]. We consider product planning being an activity conducted on the same level of planning as release planning, but there seems to be a stronger focus on market and business issues in product planning. Due to this the market and business aspects have less focus in this thesis, but are included via judgments by market and business stakeholders. However, since release planning considers the existing system there is sometimes
2.2 Product Development

Models for software development have been developed in order to aid in the endeavor of building quality software, with aim of projects meeting both budget and time constraints [Som00]. One well-known and, at least historically, often used development model is the waterfall model, illustrated in the upper part of Figure 2.2. In this model there is a sequence of process steps that need to be carried out during development. It starts by requirements elicitation and requirements analysis; these activities are focused on what to develop. The requirements are then passed to design, where the top-level design is defined; the focus here is on how to build a product fulfilling the requirements in a cost-effective way. During coding the design is refined and implemented as part of the software product, using some programming language. Before releasing a product to the market the product typically goes through different kinds of testing, e.g., unit testing, integration testing, and system testing. After the product has been tested it is released to its customers. When a product becomes used by its customers it is common with new requests for new features and improvements, which are dealt with during maintenance. There are variations of the waterfall model, for example, with reviews and alterations between the different steps. However, the waterfall model is by many considered being an inflexible way of developing software.

Another development model is the Rational Unified Process (RUP) [Kru00, JBR99], illustrated in the lower part of Figure 2.2. In the waterfall model the result, the product, is not visible until all process steps have been performed, while in RUP there are iterations that each produce some piece of (working) software which can be evaluated. Within each iteration there are different phases of development, which each has a different focus. The phases are inception, elaboration, construction, and transition. One rather distinct difference when compared to the waterfall model, is that the different activities are no longer strictly performed in sequence. Instead, as is illustrated in Figure 2.2, the amount of time used for requirements, design, implementation (coding), and test...
varies in each phase. It is worth noting that the RUP is a general software development model which needs to be tailored to the needs of an organization before being used.

In more recent years Agile [Agi07] development models have been proposed, which are light-weight processes at least when compared to RUP. Agile models are more focused on the code being developed and the users that will use the software, rather than the process used in developing the software. However, in the early days of Agile there were problems of scaling up Agile development teams; up to roughly 15 people worked reasonably well.

**Product development in relation to this thesis:** In this thesis we are addressing products/systems which are incrementally developed over a sequence of releases, where each release extends/improves an earlier release. What cannot directly be seen in the waterfall model and RUP, see Figure 2.2, is the impact that the existing system has on the desired new features and improvements. A perhaps more faithful view of the problem is illustrated in Figure 2.3. The figure illustrates how the current software architecture of a product enables/constrain the achievable quality for a product. The quality of a product has impact on the features and improvements its users request, hence, the quality of a product (indirectly) has impact on its desired requirements and quality attributes. The requirements and desired quality attributes in turn have impact on the software architecture. In a way one can see a new main release as going through the circle once in Figure 2.3. It is actually quite rare in industry to develop new products without having an existing system to consider [MWN+04], as indicated in Figure 2.2.

Release planning is concerned with eliciting and identifying the needs providing greatest return-of-investment. At the same time, in a software development project there is refinement of these needs into product requirements. Due to risks and uncertainties in development projects there can be, at later stages, need to modify the project scope. Due to this reason some of the related work for release planning can be found in requirements engineering, part of this work is described in Chapter 2.4 and Chapter 2.6. As discussed in Chapter 1, there is need to consider the quality of the existing product(s) during release planning as well as the current architecture for the product, since the architecture have impact on the development cost. A brief overview to quality models is presented in Chapter 2.3 and an introduction to software architecture in Chapter 2.7.
Figure 2.2: Two examples of software development models [picture a) from [Som00] and picture b) from [JBR99]].
2.3 Quality

In Chapter 1 we mentioned that it is relevant to consider the quality of a company’s existing product(s) during release planning, however, we only discussed quality in rather general terms. In this chapter we provide a brief introduction to software quality and software quality models.

As a starting point we need a definition of what is meant by quality. According to the survey by Milicic on quality models in [LMW05] there are two different viewpoints on what quality is, namely:

**Conformance to specification** Quality that is defined as a matter of products and services whose measurable characteristics satisfy a fixed specification — that is, conformance to an in beforehand defined specification.

**Meeting customer needs** Quality that is defined independent of any measurable characteristics. That is, quality is defined as the products or services capability to meet customer expectations — explicit or not.

We consider these viewpoints to complement each other rather than being in conflict, since from a development project’s perspective it is natural to develop a product according to some form of specification. However, from a customer’s perspective it is natural to have the second viewpoint. In the end, it is how customers perceive product quality that determine how successful a product becomes. Note that there is one distinct difference between these two viewpoints on quality, the second
viewpoint is **subjective**, in the form of customer expectations, while the first is **objective**: assuming the specification conforms to good practices for software requirement specifications, e.g., as described in IEEE Std. 830 [IEE98].

A **quality model** defines “the set of characteristics and the relationships between them which provide the basis for specifying quality requirements and evaluating quality” [ISO01]. That is, a quality model can aid in transforming (subjective) customer needs into an (objective) specification which can be used in evaluating if a product fulfills the specification, and consequently (partially) aid in evaluating if a product meets customer needs. However, due to the problems of transforming customer needs to specifications it is usually necessary to involve end-users/customers during product validation.

Many quality models have been proposed over the years, a survey of different quality models is presented by Milicic in [LMW05]. However, as the survey discusses there are many similarities between the different proposed quality models. In the following description we have selected one of these models, namely the ISO/IEC Std. 9126 [ISO01], as an example.

ISO/IEC Std. 9126 describes three different kinds of quality: **quality in use**, **external quality**, and **internal quality**, which are described as follows in [ISO01]:

**Quality in use** is the user’s view of the quality of the software product when it is used in a specific environment and a specific context of use. It measures the extent to which users can achieve their goals in a particular environment, rather than measuring the properties of the software itself.

**External quality** is the totality of characteristics of the software product from an external view. It is the quality when the software is executed, which is typically measured and evaluated while testing in a simulated environment with simulated data using external metrics. During testing, most faults should be discovered and eliminated. However, some faults may still remain after testing. As it is difficult to correct the software architecture or other fundamental design aspects of the software, the fundamental design usually remains unchanged throughout testing.

**Internal quality** is the totality of characteristics of the software prod-
Figure 2.4: Characteristics and sub-characteristics for external and internal quality [ISO01].

From an internal view. Internal quality is measured and evaluated against the internal quality requirements. Details of software product quality can be improved during code implementation, reviewing and testing, but the fundamental nature of the software product quality represented by internal quality remains unchanged unless redesigned.

For each of these qualities characteristics and sub-characteristics are defined. Using these characteristics simplifies, e.g., specification of quality requirements. An example of characteristics and sub-characteristics are presented in Figure 2.4. Instead of describing all the parts of the quality model in ISO/IEC Std. 9126 we provide a small example of one of the characteristics.

Example: Consider a company developing and producing ATMs that desires to specify that the ATMs should be “easy to use”. This is a subjective statement and consequently not suitable to use as a product requirement, since it can not be objectively verified. There are of course several interpretations of what “easy to use” means for an ATM company and its users. One interpretation of easy to use in this context could be that the ATM should be able to expedite 100 money withdrawal transactions per hour, which is a measure of productivity according ISO/IEC Std. 9126. Having such a requirement can also place requirements on the usability of such a product, since to be able to support 100 money withdrawal transactions per hour it is required that the users can input
their pin code, amount to withdraw etc. within a relatively short time frame. Also, typical users of ATMs do not receive any training in using the ATMs, hence, the use of an ATM needs to be rather intuitive.

To be able to verify a requirement such as the one above it is required to test the ATM on typical users of the ATM, i.e., not the developers developing the machine, and perhaps also users not being familiar with ATMs, in order to validate that the requirement is fulfilled. This task can be simplified by using the usability sub-characteristics and suggested metrics defined in ISO/IEC Std. 9126.

**Quality in relation to this thesis:** Considering the quality of a company’s existing product(s) is relevant during release planning, as a step in finding a suitable balance between investments in feature growth and quality improvements. This thesis argues that quality should be considered in the release planning process, but does not explicitly go into detail on how to do this, i.e., in this sense the thesis only describes *what to do*. However, as indicated in this chapter, using a quality model can aid both in specifying quality requirements and evaluating if quality requirements have been fulfilled.

### 2.4 Release Planning Process

Research within the area of process improvement is active, where the perhaps most well-known model and most used in practice is the CMMI [CMM06]. CMMI is focused on an organization’s capabilities and maturity of running product development project(s). However, CMMI provides little detail on how to perform release planning. The CMMI process areas being related to release planning are *project planning*, *requirement development*, and *requirement management*. Within these process areas there are practices for capturing and managing requirements, but when it comes to how to select which features to include in the next release of a product there is no information or practice. CMMI in several cases merely states “resolve conflicts”. However, even though CMMI may be lacking detail in some areas, still it is valuable.

There are also a number of standards which have parts related to release planning, for example, IEEE Std. 830:1998, 1220:2005, 12207:1996, and 15288:2002. IEEE Std. 830 specifies how a complete, correct, and non-ambiguous software requirement specification should be written. IEEE Std. 1220 specifies the tasks required throughout a system’s life
cycle to transform stakeholder needs, requirements, and constraints into a system solution. IEEE Std. 12207 specifies a common framework for software life cycle processes, similarly IEEE Std. 15288 defines a framework for systems engineering life cycle processes. As these are standards, they rarely state how to perform a specified required task, instead they state that the task must be performed (somehow), i.e., CMMI and these standards provide little information concerning release planning.

In [BR89] Boehm and Ross describe the Theory-W, which is a theory aiding software project managers in creating win-win conditions among a set of (initially) conflicting goals. The task of a software project manager often is complex with many different stakeholders with different aims, for example, management usually have ambitious goals and do not like overruns nor surprises, customers typically want a quick schedule and a low budget, and the maintainers want well-documented software that is easy to change and no bugs. There are more stakeholders with similar goals, and as can be imagined, often there will be conflicts.

The theory W is “Make Everyone a Winner”, i.e., the theory aims at avoiding win-lose and lose-lose situations, and thereby only having win-win situations. In creating win-win situations it is important to (i) separate the people from the problem, (ii) focus on interests, not positions, (iii) invent options for mutual gain, and (iv) insist on using objective criteria. In doing this it is important to understand how people want to win. There are more process steps involved in Theory-W, such as creating win-conditions, creating plans, following up plans. Theory-W can be seen as a negotiating approach which can be used during release planning. In a rather informal comparison in [Mea06], see Chapter 2.6, AHP receives a higher score than Theory-W. For example, Theory-W is determined to be more labor intensive than AHP. Tool support for Theory-W is discussed in, e.g., [BGB01, Grü00].

Another negotiating approach which can be used during release planning is requirements triage, i.e., the process of determining which requirements a product shall support given the available time and resources, which is discussed by Davis in [Dav03]. There are three main activities in triage: (i) establish relative priorities for requirements, (ii) estimate the resources needed to satisfy each requirement, and (iii) select a subset of requirements that optimizes the probability of the product’s success in its intended market. Furthermore, to successfully perform triage input is required from at least three different kinds of stakeholders: customers, developers, and financial representatives. In the paper Davis presents
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14 lessons learned concerning requirements based on experiences from roughly 100 companies, using examples from three of them.

J. Karlsson and Ryan [KR97] present a cost-value approach to prioritizing requirements. There are five steps in the process used in the cost-value approach:

1. Requirements engineers review candidate requirements for completeness and unambiguity.

2. Customers and users, or suitable substitutes, apply AHP’s pairwise comparison method to assess the relative values of requirements; the prioritization mechanism is discussed further in Chapter 2.6.

3. Experienced software engineers use AHP’s pairwise comparison to estimate the relative cost of implementing each candidate requirement.

4. Each requirements relative value and implementation cost is then plotted in a cost-value diagram.

5. The stakeholders then use the cost-value diagram as an aid in deciding which requirements to include in the product.

Barney et. al. [BAW06] investigate how software product value is created and understood during release planning in two projects at one Australian outsourcing company. Their main goal is to provide insights into the release planning process used in industry. According to their study the decision making process seems to be a rather unstructured activity. Furthermore, they conclude that the maturity of a product has influence on the criteria used during release planning. Compared to the work in this thesis, we base our work on seven different companies where we, for example, have found relatively large differences in the maturity of the decision making process [Lin07], both structured and unstructured decision making processes have been observed. In addition, we have analyzed our data from several different perspectives, which we present in this thesis. However, our study is restricted to companies with relatively mature products.

In [RKH03] Regnell et. al. develop a theoretical model of the requirements selection process, in order to study: (i) how good a specific organization is in selecting the right requirements, (ii) determine what capacity, e.g., number of people investigating new needs, is required to
obtain a certain decision quality, and (iii) how long it takes to get good ideas to the market. Simulation is used for investigating different scenarios. A survey among product managers and system engineers is also presented in [RKH03] which indicate that less than 50% of products’ requirements are correctly selected, which also is an indication of there being a need to improve the requirement selection process and reduce the number of incorrect decisions. In this thesis we basically address the same problem, but we are more process oriented.

**Release Planning Processes in relation to this thesis:** There is little information to be found in today’s standards on how to conduct release planning. Still, release planning is an important area for a company in building a profitable business. In terms of other process related approaches to release planning, such as Theory-W and requirements triage, there are few that consider the entire range of problems involved in release planning and there are few that explicitly consider the existing product(s) during release planning, e.g., quality requirements for existing products. There exists more process-oriented work that have parts which are related to release planning, however, we consider the related work discussed in this section to be representative. Compared to other work we address release planning to a greater extent, perhaps especially how the existing system is considered during release planning. Our study also contains more companies than other similar studies, thereby providing greater possibilities for generalization of results.

### 2.5 Release Planning Algorithms

One illustrative example of formalizing the release planning problem is the work by Jung [Jun98]. In this approach the release planning problem is formulated as a *knapsack problem* [MT90]. The goal in the original knapsack problem is to maximize the number of items, each with a certain weight, that can fit into one bag on a trip, where the bag’s weight capacity is limited. In Jung’s approach the goal is to identify the set of requirements providing maximum value at minimum cost. These are the assumptions of the approach:

- Each requirement $r_j$ provides, when implemented, some value $v_j$.
- Each requirement $r_j$ has an associated development cost $c_j$.
- The budget for the release is $b$. 
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The problem is to assign requirements to a release such that $Z_0$ is maximized in Equation 2.1.

$$\text{Max } Z_0 = \sum_{j=0}^{n} v_j x_j$$  \hspace{1cm} (2.1)

where $x_j$ is a decision variable set to 1 if requirement $j$ is included in the release, and set to 0 if requirement $j$ is not included in the release. Equation 2.1 needs to be solved such that the constraint in Equation 2.2 is fulfilled, i.e., the selected requirements can be developed without exceeding the release budget $b$.

$$\sum_{j=0}^{n} c_j x_j \leq b$$  \hspace{1cm} (2.2)

Ruhe and Saliu [RS05] has a similar approach as Jung [Jun98] to release planning, where the main difference is that the value and constraint expressions are more detailed in the work by Ruhe and Saliu. As a consequence it requires more expert judgments. In addition, Ruhe and Saliu considers dependencies between requirements/features and decides the content of the $K$ next releases, instead of just one release, where $K$ refers to the number of releases being planned.

The aim with formalizing the release planning problem often is development of tools. Saliu compares seven different release planning algorithms and their tool support in [SR05a] and evaluate how these consider the key aspects of release planning presented in [SR05a]; the compared algorithms are: PSERM, ENFEM, NRP, OVAC, COVAP, IFM, and EVOLVE. Just as in the case between Jung [Jun98] and Ruhe and Saliu [RS05] the main difference between the algorithms is in how many properties they consider.

**Release planning algorithms in relation to this thesis:** This line of work has closely related approaches. The main difference is in the refinement of details in the cost and value parameters in Jung’s approach [Jun98]. There are also similar approaches which consider the existing system by including that as a parameter as well. The parameters in these approaches typically need to be estimated by experts. Our work is more process-oriented, and starts from the perspective of how things are conducted in industry today.
2.6 Requirements Prioritization

This section discusses different methods for requirements prioritization. An overview of prioritization methods is presented in [Mea06], namely binary search tree, numeral assignment technique, 100-point method, Theory-W, requirements triage, Wieger’s method, the analytic hierarchy process, and the planning game. In the following discussion we will touch upon most of these methods, but with a focus on those methods which in evaluations have been determined being most suitable. Some of the mentioned methods are more process oriented, these are covered in Chapter 2.4.

J. Karlsson and Ryan [KR97] presents a cost-value approach to requirements prioritization based on the Analytic Hierarchy Process (AHP) [Saa04]. AHP is a decision support method which helps in comparing different alternatives, requirements in this case. AHP uses pair-wise comparisons among a set of alternatives. A bit simplified, in each comparison you ask the question “is $A$ better than $B$?”. By performing a set of such comparisons it is possible to arrange the alternatives in priority order, since via the comparisons it is possible to compute the relative priority of each alternative. In the cost-value approach by J. Karlsson and Ryan they pair-wise compare first the value of each requirement, and then a second round of comparisons is made where the cost of implementing each requirement is compared.

In [Kar96] J. Karlsson compares two techniques for requirements prioritization, namely pair-wise comparisons and numeral assignment technique. Pair-wise comparison refers to the method described in the cost-value approach [KR97], while numeral assignment refers to a method where each requirement is assigned a numeral value which represents its value; similar numeral schemes are, for example, used in [KKC00, KAK02]. The two methods are compared in a case study at one industrial company. The conclusion from the study is that pair-wise comparison is faster than numeral comparison and that pair-wise comparison results in more accurate and informative results. For the numeral case the study participants often ended up in discussions concerning what was meant by each numeral, which was not an issue while performing pair-wise comparisons. The results from the study are interesting, however, the study only involved 14 requirements and only 3 people in the project that used both prioritization methods.

The 100-point method is basically a voting scheme mainly used dur-
Table 2.1: Measures from evaluation of prioritization methods [KWR98].

<table>
<thead>
<tr>
<th>Evaluation criteria</th>
<th>AHP</th>
<th>Hierarchy AHP</th>
<th>Spanning tree</th>
<th>Bubblesort</th>
<th>Binary search</th>
<th>Priority groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Required number of decisions</td>
<td>78</td>
<td>26</td>
<td>12</td>
<td>78</td>
<td>29,33,38</td>
<td>34,35,36</td>
</tr>
<tr>
<td>Total time consumption</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Time consumption per decision</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Ease of use</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Reliability of results</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Fault tolerance</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

J. Karlsson et. al. [KWR98] compares six different methods for requirements prioritization: analytic hierarchy process (AHP), hierarchy AHP, minimal spanning tree, bubblesort, binary search tree, and priority groups. The study is limited to methods based on pair-wise comparisons, since the conclusion in [Kar96] is that pair-wise comparison is better than numeral assignment. The evaluation results are summarized in Table 2.1. J. Karlsson et. al. conclude that AHP is the most promising approach, since it results in the most trustworthy results based on a ratio scale, it is fault tolerant, and includes a consistency check. However, as they note, AHP may be problematic to scale up. A similar study by Perini et. al. [PSRB07] compares AHP with CBRanking, another prioritization method based on pair-wise comparisons, also finds AHP to have better accuracy.

In [KOR97] J. Karlsson et. al. improves the cost-value approach pro-
posed in [KR97] by (i) proposing ways of reducing the number of required pair-wise comparisons, (ii) extending the method to consider requirement dependencies, (iii) extending the method to support grouping of requirements. These improvements are aimed at making the cost-value approach useful in large-scale commercial development, e.g., the paper addresses the problem with scaling up AHP discussed in [KWR98].

L. Karlsson compares three requirements prioritization methods in [Kar06]. The compared methods are pair-wise comparisons [KR97], tool supported pair-wise comparisons, and the planning game (PG). The PG refers to the method in which requirements are prioritized in Extreme Programming (XP) [Bec99]; Extreme programming is an Agile process [Agi07]. In the PG the customer first prioritizes the requirements, or stories containing sets of requirements, using three priority levels: (i) essential functions, (ii) less essential functions but provide significant business value, and (iii) those that would be nice to have [Kar06, Bec99]. Developers estimate the effort for implementing each requirement, and sort the requirements by risk into three groups: (i) those that can be estimated precisely, (ii) those that can be estimated reasonably well, and (iii) those that can not be estimated.

The customer then prioritizes the requirements based on the time estimates and decide which requirements should be included in the next release. Releases in XP typically have relatively short release cycles. Hence, this process is repeated, say, every 4 weeks. Still, releases for use at customer location are released more seldom.

The conclusion from L. Karlsson’s study [Kar06] is that the methods have similar accuracy, tool supported pair-wise comparison is less time consuming, still most of the subjects in the study preferred the PG. L. Karlsson recognizes the difference in result compared to, e.g., [KWR98], and recommends further study of the subject to settle these differences in results.

Requirements prioritization in relation to this thesis: The work presented in [KR97, Kar96, KWR98, KOR97, KKC00, KAK02] has guided the selection of the prioritization method to use in Paper D, refer to Chapter 9 for more information. The work in [KKC00, KAK02] prefer the numeral assignment technique, since they consider it to be faster than AHP; especially when there are many requirements, but they seem to have no objective comparison if this really is the case. However, there are methods that can reduce the number of required comparisons in AHP [KWR98, KOR97], but with less fault tolerance. There are
results that indicate pair-wise comparisons being faster and more re-
liable [Kar96, KOR97] than numeral assignment. Still, based on this
research there is no strong proof of either of these methods being better
than the other; for example, L. Karlsson’s results suggest the planning
game being better than pair-wise comparisons, still more research is re-
quired to confirm this. Based on our literature survey more results seem
to be in favor of pair-wise comparisons. Furthermore, we have personal
experiences from using pair-wise comparisons, which we consider also to
be a good method for fostering discussions concerning alternatives, also
discussed in [KWR98, KOR97]. The work in this thesis, specifically Pa-
per D, requires a prioritization method. Based on the above related work
we have selected pair-wise comparisons as prioritization mechanism, still
it has not yet been shown which method is superior; it may even be the
case that it varies depending on context.

2.7 Architecture-Centric Release Planning

In Chapter 1 we mentioned that the software architecture plays an es-
sential role in meeting business critical requirements. In this chapter
we provide a brief introduction to software architecture and discuss
architecture-centric methods which possibly can be used during release
planning.

There are several similarities between software architecture and build-
ing architecture. For example, a building architect uses multiple views
of a building during discussions with its stakeholders, e.g., floor plans,
exterior views, scale models, plus additional views with details for elec-
trical wiring and plumbing [PW92]. Similarly, a software architect needs
to express different views of a system to its stakeholders. Still there has
been some debate during the last couple of decades concerning the ex-
act definition of what software architecture is. A good, and well cited,
compilation of different software architecture definitions is available at
the web-site for the Software Engineering Institute [SEI05]. An extract
of a relatively modern definition of software architecture follows:

The software architecture of a program or computing system
is the structure or structures of the system, which comprise
software elements, the externally visible properties of those
elements, and the relationships among them.
Externally visible properties refers to those assumptions other elements can make of an element, such as its provided services, performance characteristics, fault handling, shared resource usage, and so on. [BCK03]

The software architecture has a profound impact on the achievable qualities for a product [BCK03]. When discussing software architecture and quality the terminology is slightly different compared to Chapter 2.3, often we refer to quality attributes instead. However, the external and internal quality discussed in Chapter 2.3 (see Figure 2.4) has many similarities with the taxonomy typically used for quality attributes, therefore we do not go into further detail on these.

Architectural analysis can be used as an aid in achieving the desired quality attribute requirements for a system. A survey of different methods for architectural analysis is presented by Dobrica in [DN02]. As is concluded in the survey the Architecture Tradeoff Analysis Method (ATAM) [KKC00] is the most well-known and most used method for architectural analysis.

The Architecture Tradeoff Analysis Method (ATAM) [KKC00] is a method for identifying the architectural tradeoffs that exist among requirements on quality attributes. For example, having high performance and at the same time having high flexibility can be conflicting goals, since typically incorporating flexibility is often done at the price of lower performance. Compared to other work discussed in this chapter this work is more technically oriented and not specifically aimed at release planning, still there are some related areas. In a way the ATAM, combines the technical aspects of a product with the business aspects by:

- Systematically eliciting the requirements having significant impact on the software architecture of a product, typically these requirements are requirements on quality attributes.
- Identifying the high priority scenarios, or sets of requirements, which are business critical.
- Identifying tradeoffs among the quality attributes and develop a software architecture concept that can support the quality attribute requirements.

There are nine steps in the ATAM which typically are conducted as workshops over three days, with a break of several weeks after the first
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day. A similar approach to ATAM, at least in the respect of eliciting business critical quality attribute requirements, is the Quality Attribute Workshop (QAW) [BEL+03]. Both the ATAM and QAWs explicitly capture quality attribute requirements, these are the requirements which typically have largest impact on the architecture of a system.

More closely related to release planning is the Cost-Benefit Analysis Method (CBAM) [AKK01, KAK02], which builds upon the ATAM [KKC00]. There are nine steps involved in carrying out a CBAM exercise. In summary, scenarios expressing important quality aspects are elicited and prioritized using the 100-point method (see Chapter 2.6). The scenarios are ranked based on the voting, after which the top 50% scenarios are analyzed in more detail. Utility is assigned to the top 50% scenarios by estimating their worst-case, current, desired, and best-case quality response level. One of the next steps in CBAM is to develop architectural strategies, i.e., technical solutions, and by interpolation determine the solutions expected response on the utility for each scenario; an architectural strategy may have impact on more than one scenario. Finally, cost and schedule estimation is performed for each architectural strategy and the return-of-investment (ROI) is computed. The architectural strategies are ranked based on their ROI and the highest ranked which can fit within the budget are selected for implementation.

Regnell et. al. [RSO08] present a method on how to consider the quality of the existing system during roadmapping/release planning. One of the primary steps of the method is to capture the benefit of having a certain level of quality within different areas, e.g., performance; see Chapter 2.3 for a discussion on software quality. This is done by estimating different breakpoints in terms for different quality indicators. For example, below a certain level of quality the product will be useless to customers, hence, at some level of quality the product becomes useful. Another quality level is where the product exceeds the competition and at some point there is a level of quality that is excessive to customers, as illustrated in upper left of Figure 2.5.

The next step in the method is to estimate the cost of reaching a certain level of quality for the product, as illustrated in upper right of Figure 2.5. The third step consists of estimating the current level of quality of the product and combining this with the cost and benefit view. These different graphs, for different quality indicators, then guide the release planning decisions; illustrated in lower part of Figure 2.5.
Figure 2.5: Roadmapping using quality indicators [RSO08].
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Architecture-centric methods in relation to this thesis: Considering the software architecture of a company’s existing product(s) is relevant during release planning, since the existing architecture, e.g., has impact on the effort required for adding new features. From the point of view of this thesis software architecture is relevant to consider in the release planning process, however, we do not require the use of any particular analysis technique or method.

The approaches presented in this section are more technically oriented and specifically address the quality aspects. Compared to the other related work described in this chapter, ATAM and CBAM spends more effort on how to find technical solutions that fulfill elicited quality requirements, while still paying attention to the business perspective. Even though these approaches are not aimed at release planning they probably can be used for part of the problem. However, using these approaches for release planning requires an architecture-centric organization.
Chapter 3

Research Method

This chapter describes the method used while conducting this research. However, before describing the method we first provide an introduction to: research in general, quantitative research, qualitative research, validity, case studies, and grounded theory research. It is not intended for this overview to be complete, but rather it aims at providing a basic understanding of some of the concepts and tradeoffs involved when conducting software engineering research. Hopefully this overview makes it easier to digest the research method presented in Chapter 3.5. We conclude the chapter with a description of how threats to validity have been addressed in our research, Chapter 3.6.

3.1 Traditional Research

The aim of research in general is advancement of human knowledge. Over the years there have been several researchers making significant contributions to human knowledge, such as, Newton (laws of motion and law of gravitation), Kepler (planetary motion), Faraday, and Ohm. There are many different areas of research, yet the scientific method used when conducting research can have, and often do have, many similarities. Historically it seems that scientific methods were originally developed when conducting physical research in the 17th, 18th, and 19th century, which we in the following discussion refer to as traditional research [Rob02].

Traditional (natural science) research is normally quantitative in its nature. For example, in school we are taught how to perform experiments
to verify early research results in physics, for example, from Newton's law of universal gravitation and Newton's law of motion we can derive Earth's gravitational constant $g$, which varies over Earth's surface; it is roughly $9.8 \text{m/s}^2$. In performing experiments with purpose of verifying such results we typically collect a series of samples, where each sample contains a measurement of the relevant variables. After we have collected a sufficiently large sample set we can plot the collected samples in a graph, and (possibly) derive a mathematical formula describing how the relevant variables depend on each other. Furthermore, when measuring the relevant variables there typically is some measurement noise which need to be considered when deriving the mathematical formula, e.g., when measuring time using a manual stop watch our accuracy is limited.

In the above example we use an experiment to validate a model. Hence, before conducting an experiment, whose purpose is to validate a model, there is a constructive phase during which the model itself is built. There are different ways in which models can be built, but typically these are derived part from previous knowledge and experience and part from a creative process. There are also experiments whose sole purpose is to gain experience within an area, so called exploratory experiments.

Experiments are generally accepted as being a scientifically sound research method. However, this form of research method is not always suitable. For example, an experiment requires that the relevant variables: (i) are known, (ii) can be controlled, and (iii) can be measured. What if the relevant variables can not be controlled? What if there is no way to quantitatively measure the relevant variables? What if the relevant variables are not known? If the answer is no to all these questions, then we have to resort to qualitative methods.

### 3.2 Qualitative Research

When there are no established quantitative measurements researchers need to resort to qualitative judgements. When judgements come into play there is higher risk of introducing researcher bias. Qualitative research is not always accepted by researchers working with traditional research methods, since some of them consider there being too many subjective judgments that potentially invalidate the research results [Rob02]. On the other hand, researchers working with qualitative research can address this by careful attention to threats to validity and by introduc-
ing proper counter measures. The threats to validity can be described as [Yin03]:

**Construct validity** is concerned with correctly collecting/measuring the relevant variables, i.e., the accuracy and completeness of data.

**Internal validity** is concerned with how data is analyzed and how relationships between data are established.

**External validity** is concerned with establishing the limits within which the results are applicable.

**Reliability** is concerned with how a research study can be reproduced. To be able to produce new knowledge it is important that other researchers can reproduce the results of each other.

Both quantitative and qualitative research have threats to validity.

One may wonder why there are such differences between how research is conducted in different areas. One explanation is the maturity of the research area itself, as is discussed in [Sha02]. Simply put, each research area goes through different phases. In the beginning there may be anecdotes, next rules of thumb may emerge, and as the area further matures it may be possible to at a later stage use more traditional research methods.

Research in software engineering covers a broad range of topics, where some of the areas are mature and can use quantitative research methods, while some areas are less mature and often require the use of qualitative research methods. For example, performance computing is an area where it is suitable to use quantitative methods, while the research in this thesis in our opinion requires qualitative methods. Several of the areas in software engineering which are less mature are related to people and processes, rather than efficiency of algorithms.

The main part of this thesis is concerned with qualitative judgements, which are supported by systematically collected data and observations, i.e., the focus is on gaining more experience and insights into the area.

### 3.3 Case Studies

This chapter provides a brief introduction to some of the aspects involved in conducting case study research, more detailed information is
available in [Rob02, Yin03]. Case studies are suitable when studying a
ccontemporary phenomena within some real-life context, where the topic
is complex and contains many, and possibly unknown, variables that
can not be controlled [Yin03]. Case studies are generally the preferred
research strategy when the research question is of the form “how” or
“why”. In contrast to experiments, case studies do not require control
of the relevant variables, i.e., does not require control of behaviour. Histor-
tically case studies were first used as a research strategy in social
science research [Yin03].

There are three different types of cases studies: explanatory, explora-
tory, and descriptive. The names of these different types of case
studies reflect their purpose. It is possible to have a case study where
some elements are explanatory and some exploratory.

The data collected and analyzed in case studies come from six types
of sources: documents, archival records, interviews, direct observation,
participant-observation, and physical artefacts [Yin03]. When compar-
ing these data sources with sources commonly used in traditional re-
search there are some rather strong differences. For example, when col-
lecting most of these data it is possible for subjective judgements to be
introduced, which preferably should be avoided. Still, subjective judge-
ments is not a “bad thing”, as long it is possible for different researchers
to reach the same, or similar, conclusions. However, it is not good if
different researchers reach contradictive conclusions using such data. In
addition, it is hard to apply the same analysis methods as used in tra-
ditional research for data collected using subjective judgements. Again,
if not dealt with properly there is possibility of researcher bias to be
introduced.

In traditional (quantitative) research sample size is normally chosen
such that statistical confidence can be achieved. Case studies, however,
seek to choose a sample set from which general results can be derived,
"i.e., a representative sample set is desired. In terms of sample size there
are two kinds of case study designs: single case and multiple case. In a
single case case study it is hard to generalize the results beyond the case
being studied, e.g., a company. Still, a single case design may provide
in-depth understanding of the particular case. In a multiple case case
study there are possibilities of fleshing out results generally applicable
in the sample set. Furthermore, if the sample set is representative it
may be possible that the results are generally applicable. Researchers
normally desire results being generally applicable, hence, generality is a
good thing. However, there is a trade-off involved here. When choosing a too small sample set there is risk of the results not being generally applicable. When choosing a too large sample set there is risk of not having time to study each case in sufficient depth to identify the important factors.

The goal with replicating case studies is typically to investigate if the results developed in a previous case study is applicable on another sample set. In case the results still holds on this new sample set, then it strengthens the validity of the results.

Case studies are common as a research methodology in software engineering research, as is indicated by these references [HR07, BT03, DTB05, vKR05, BAW06, SA05].

3.4 Grounded Theory Research

Research methods can basically be divided into top-down and bottom-up approaches. A top-down approach first defines a model and then attempts to validate the model using real-life data. To use a top-down approach requires (i) the domain to be relatively mature, and (ii) a simple model or a hypothesis which can be falsified. A bottom-up approach, on the other hand, uses real-life data, analyzes this data, and as analysis and understanding of the data progresses a model is developed. Usually the model is successively refined. Grounded theory research [Rob02, SC98] is a bottom-up approach to research.

In building a model using grounded theory research it is important that the data set is sufficiently large such that it contains all the relevant aspects, i.e., the sample set should be representative. Selecting the correct data set is important when conducting case studies, as discussed in Chapter 3.3.

To validate a model built using grounded theory research, it requires the use of new data, i.e., data not belonging to the original data set used in developing the model. This is natural, since per construction the developed model will be valid on the data set used to construct it. Consequently, a new data set is required during validation.

This thesis uses a research approach based on grounded theory. With this we refer to how the models are constructed, i.e., the methods/models presented in this thesis are mainly derived from real-life data. We have not strictly followed all the analysis techniques as required in grounded
theory research [SC98]. More specifically, we have not iteratively collected data and built our model until saturation has been achieved within each category as mandated by grounded theory. Furthermore, we have not followed the three analysis steps required in grounded theory: open coding, axial coding, and selective coding.

3.5 Method

Here we describe the steps carried out throughout this research effort:

Problem Formulation The first phase of this research was to identify a relevant research problem. Initially the goal was to identify a research problem related to improvement of a systems software architecture, and therefore the initial focus was on studying existing architecture literature. However, since architectural improvements usually are expensive it becomes necessary to also consider business aspects of development, e.g., adding new features which potentially can increase revenues.

Eventually we reached a state where we could formulate a research aim, namely to develop guidelines and/or methods that improve release planning by considering the software architecture of an existing system. However, the research questions, as stated in Chapter 1.2 where defined later, but still they reflect the process which has been followed in this research.

Multiple Case Study A multiple case study design involving seven industrial companies was devised whose initial purpose was to confirm the relevance of the stated research aim. To simplify comparison of the release planning processes at the different cases we used the release planning key aspects proposed by Saliu and Ruhe [SR05a], but there were also exploratory parts in the study.

Performing the interviews in the study and their documentation, see [Lin07], was a rather time consuming task. It should be noted that during the analysis phase we discovered that we had collected more useful data than initially expected. There were also larger differences between the companies than initially expected.

Analysis The analysis phase started after completing the data collection phase. In this phase the data was analyzed from different
perspectives. The first result from this analysis was Paper A, see Chapter 6. A natural step, which was not initially thought of, was to validate the key aspects proposed by Saliu and Ruhe, since we had already collected all required data. This analysis resulted in Paper B, see Chapter 7.

In our collected data we captured the state-of-the-practice for release planning. When looking at the different practices used at the different companies we realized differences, for example, some of the practices had difficulties in addressing certain problems while others had not. By ranking the observed practices, partly validated by interviewees participating in our study, we could identify a set of best-practices in Paper C, see Chapter 8.

Release Planning Method Development. Now the research entered into a new phase, a constructive phase. Based on the insights and knowledge gained from Paper A–C we now had sufficient understanding to develop a useful and relevant method aiding in performing release planning. The result of this constructive phase is Paper D, see Chapter 9.

PhD Thesis. The last step of this research is in writing this PhD thesis. It is not until this step that we put more thought on what actually led us to the possibility of formulating a method. Hence, the research questions in Chapter 1.2 were formulated after the research was complete, but they reflect the actual process that has taken place. That is, by investigating and answering a number of questions in Paper A–C we gained an understanding of release planning that enabled us to develop a method, Paper D.

3.6 Validity

When conducting research there are threats to validity that need to be addressed. In this section we describe what we have done to counter these threats. We have followed the recommendations by Yin [Yin03] for multiple case studies. In our study we have used semi-structured interviews as the primary data collection method, sometimes complemented by documents received from the interviewees. The main alternative, direct observations, has not been used due to the topic being studied.
containing company sensitive information and partly due to practical limitations. We have addressed construct validity in multiple ways. First, there have always been two researchers present during each interview in order to reduce risk of misunderstandings. Second, interview notes have been taken during each interview, which have been sent to interviewees for approval. These notes have later been merged to a single description per company [Lin07]. Third, we have had two test interviews to improve our interview setup. In total we have interviewed 16 people (excluding test interviews), typically 2–4 persons per company to achieve data triangulation.

We have considered the possibility of using audio recording equipment during our interviews. However, we have chosen to take notes during interviews instead, since (i) there is risk of interviewees feeling threatened by recording equipment and (ii) transcribing recorded audio is a time consuming task.

To strengthen the internal validity of our study we have used multiple researchers when performing analysis, and we have considered rival explanations. To increase reliability of our study, all collected data, and derivations thereof, are stored in a database accessible only to the researchers in the study, e.g., interview notes and merged notes per company. In addition, the study design is documented, which includes the interview questions. Using this material it is possible to trace conclusions to collected data, and vice versa.

Thanks to industrial contacts we have been able to find a relatively large number of companies (7) and persons (16) willing to participate in our study, which aids in increasing the external validity of our results. Still, there is risk that the selection is not fully generalizable to other domains and/or nationalities/cultures. Choosing the number of companies to study is a trade-off. When using too few companies it can be hard to generalize the results. When using too many companies it can be hard to reach a sufficiently deep understanding for each case, due to resource limitations. In this respect we consider seven companies to be a reasonable trade-off.

To counter researcher bias we have been multiple researchers at most of the steps of this study. Furthermore, companies that the researchers in this study are affiliated with are excluded from the study.
Chapter 4

Research Results

This chapter presents an overview of the research results presented in Paper A–E and describes how the results are related to each other, with aim of demonstrating that these papers form one cohesive research effort. More detailed information concerning each paper’s results is available in the respective paper chapter (Chapter 6, Chapter 7, Chapter 8, Chapter 9, and Chapter 10). We start this chapter by providing an overview of how the papers are related to each other and conclude by revisiting the research questions stated in Chapter 1.2.

4.1 The Papers in Context

Paper A

Paper A investigates release planning from a software architect’s perspective. The study is based on a multiple case study involving seven companies, i.e., the study which the main parts of this thesis is based on. In essence there are three main lessons learned from this paper:

1. The practices used during release planning has impact on the possibilities to early address architectural issues; details in Chapter 6.5.1.

2. The architectural awareness among product management generally is low; details in Chapter 6.5.2.
3. There seems to exist no method, or even rules of thumb, on how to decide the balance between how much to invest in feature growth and quality respectively; details in Chapter 6.5.3.

Based on these results there are a number of implications. First, it is relevant to in more detail study the different practices used during release planning to understand their strengths and weaknesses better (addressed in Paper C). Second, an architecture-centric method for release planning needs to involve more stakeholders during release planning, since product management does not have sufficient knowledge in architectural issues, issues which are essential to address in order to be able to meet business critical requirements (addressed in Paper C and Paper D). Third, based on this work there seems to be a need for a method or guideline for how to decide the balance between investments in feature growth and quality (addressed in Paper D).

Paper B

Paper B investigates the key aspects of release planning. A deep understanding of these aspects is required if we are to develop a useful method that aids in the release planning task. The approach taken in this paper is to use the key aspects proposed by Saliu and Ruhe [SR05a] as a reference model, and attempt to validate those aspects using the cases in our multiple case study and possibly identify new aspects, or remove existing aspects from the model. In terms of our aim to improve the release planning process this paper’s main contribution is a better understanding of what is important during release planning.

In summary, the key aspects of release planning are:

**Objectives** There needs to be some objective of the release planning task, e.g., the direction which we are striving for with the product. These objectives can, for example, be captured in a product strategy.

**Resource constraints** In all development there are resource constraints that needs to be considered, e.g., the number of available developers. If no consideration is taken to such constraints it is highly likely of ending up with an unrealistic plan.

**Technological constraints** There may be dependencies between needs which need to be considered during release planning. For exam-
ple, before adding feature $x$ it may be required that feature $y$ is available.

**System constraints** The existing software, and its architecture, often impacts the effort, risk, and feasibility of adding/improving features.

**Time horizon** How often releases are made has impact on what can fit within a plan. An organization can either have a fixed or flexible release schedule. In a fixed release schedule releases are released at predetermined intervals.

**Stakeholder involvement** A stakeholder is any person or organization that has interest in the release. Typically planning can not consider all stakeholders to an equal degree, instead it is important to at least consider the significant stakeholders.

**Short- and long-term planning** Planning needs to be done so that both short- and long-term aspects are considered. For example, to remain profitable in the long-term it is not good to spend all resources on new features; at least some resources need to be spent on quality aspects.

A more complete description of the cases’ release planning processes is available in [Lin07]; in a sense the report contains a description of state-of-the-practice for release planning in industry. What we have observed is that several of the companies in our study strive for their release planning process to provide:

**Flexibility** Flexibility is required in the release planning process, e.g., enable a short time-to-market by having a release planning process that allows relatively late discovered needs to be included in a controlled manner.

**High utilization** High utilization of the R&D organization.

**Risk reduction** Risk reduction by incremental decisions.

**Improved planning** Improved planning by stepwise refining knowledge concerning proposed needs.
Paper C

This paper proposes a capability model for some of the key areas of the release planning process. Using such a capability model it is possible for a company to identify process improvement possibilities. In performing this work, again, the reference model by Saliu and Ruhe [SR05a] aided the comparison of different practices used at the companies. Basically the proposed capability model is devised by ranking the observed practices within different key areas based on the understanding gained from Paper A and Paper B, i.e., understanding the key aspects and some limitations of how planning can be conducted. For example, one limitation we reported is that product management has low architectural awareness.

The highest levels in the capability model reflect organizations capable of incrementally refining needs through pre-studies and feasibility studies, with decision points before and after these studies that allow the needs providing greatest return-of-investment to be identified. These studies increase the certainty of estimations made concerning the proposed needs, and thereby aid in improving the objectiveness during decision meetings. Of course, the effort dedicated to these studies needs to be adapted to the estimate of the total effort to realize the needs. That is, less time should be spent on detailing a simple need, when compared to a more complex need. Another important point, is to incrementally plan the release, especially if the release cycle is relatively long, say more than 6 months, since during such time spans new needs may arise which were not initially thought of.

Paper D

Paper D proposes a method for how to decide the balance between investments in feature growth and quality. The earlier results from Paper A–C has strong influence on this method. For example, from Paper A we learned that different stakeholder groups must participate since these have better understanding of their respective area, i.e., product management do not have the required skills to make all required judgements. From Paper C the ranking of the observed practices provides further input. From Paper D it is mainly the highest ranked practices that have influenced the proposed method.

Figure 4.1 illustrates how the results from Paper A–D are related to
4.1 The Papers in Context

Paper A
- Low architectural awareness among product management
- Architecture needs to be addressed early on (literature)
- Cost of development depends on existing system (literature)

Paper B
- Validate Saliu & Ruhe release planning key aspects
- Propose update to Saliu & Ruhe model
=> Understanding of key aspects for release planning

Paper C
- Ranking of observed practices in industrial companies
=> Identify best-practices for release planning

Paper D
- Proposes method based on understanding gained from Paper A-C, the method incorporates earlier results from mainly Paper A and C.

Legend:
\[ a \rightarrow b \] a uses results from b

Figure 4.1: Overview of how research results in Paper A–D influence each other.
each other. As can be seen in the figure, the results and experiences from Paper A–C are used in developing the method proposed in Paper D.

Paper E

Paper E is an extended version of Paper C where parts of Paper D have been integrated; Paper C was invited for journal publication after its presentation at PROFES’08. Consequently the main research results from Paper E have already been covered in Paper C and Paper D.

4.2 Research Questions Revisited

In this section we revisit the research questions stated in Chapter 1.2 and provide answers to the questions. As a reminder, the research questions have been formulated such that by answering these questions we will obtain sufficient knowledge for developing a method that can aid in deciding the balance between investments in feature growth and quality.

RQ1: What are the key aspects of software release planning in industry?

The first research question is mainly addressed by Paper B. The identified key aspects are: objectives, resource constraints, technological constraints, system constraints, time horizon, stakeholder involvement, and short- and long-term planning (see details in Chapter 4.1 and Paper B).

RQ2: What are the (observed) best-practices for release planning in industry?

The second research question is primarily addressed by Paper C, with some contributions from Paper A. We have identified best-practices within the following key areas: need elicitation, need documentation, decision material, product strategy, and release plan decision. Paper C expresses the observed practices as a capability model, where usually each capability level complements the earlier level, i.e., higher capability levels still have elements of the earlier levels incorporated into them. A description of the best-practices within each of the key-areas follows (details are available in Chapter 8.4):
4.2 Research Questions Revisited

Need Elicitation Needs are elicited in multiple ways, for example, there are more or less adhoc parts of this elicitation phase as well as structured activities. As part of the adhoc activities are the needs elicited by product management during (informal) meetings with customers and different stakeholders of the product. In addition to this there should be a formal path in the release planning process for the significant stakeholders to inform of needs. Furthermore, before delivering the set of needs to product management the needs should be prioritized according to the product strategy by the stakeholders. As a result, product management will receive a set of prioritized need lists; one from each stakeholder group. The task of product management is to identify a suitable balance between these lists.

Need Documentation Needs should be documented according to a common company template, and these should be stored in a tool such that the people involved in need elicitation and release plan decisions can access them. Needs should be classified as being either new feature, quality improvement, or cost-cut.

Decision Material The process used for developing decision material concerning proposed needs is key in being able to step-wise improve certainty in information concerning needs, and to aid in risk reduction. Needs should be refined using both pre-studies and feasibility studies, but before any such studies are commenced a first round of need prioritization shall be performed by product management (which reduces the needs being candidates for going through pre-studies). Pre-studies are started for the needs with highest priority with purpose of detailing the need and refining cost and business implications. The result of a pre-study is returned to product management after which a second round of prioritization can be performed. The needs which still are found interesting to proceed with go through feasibility studies, which are more focussed on technical solutions and further refinement of cost estimates. After the feasibility study a third round of prioritization is done resulting in the final set of needs for implementation. Preferably, pre-studies and feasibility studies should be carried throughout the release project, thereby resulting in step-wise decisions concerning the release plan.

Product Strategy In terms of product strategy we have not collected
sufficient information to develop reasonable capability levels. Still, having well-defined and clearly communicated product strategy often helps employees within an organization to know what to strive for. In our study Case 1 and Case 2 has the clearest communicated product strategies.

**Release Plan Decision** The release plan decision is in large parts based on the earlier developed decision material, the product strategy, and the business strategy. It seems that the use of decision support tools, such as Focal Point [Foc08], aid in reducing, e.g., political factors, during these decisions.

**RQ3:** *Given the answers to RQ1 and RQ2, how should a company find a balance between investments in features and quality?*

The third research question is primarily addressed by Paper D, which is heavily influenced by the results and experiences from Paper A–D. Several of the steps in the method originate from practices used at two of the companies in our multiple case study, namely those companies that were considered to have the most capable release planning process in Paper C. The outline of the proposed method is as follows:

1. Each stakeholder group elicit needs within their areas. For example, architects elicit/identify software architectural activities aimed at improving the quality of the product, and product management elicit (mainly) new product features.

2. Each stakeholder group independently prioritize their needs. This can be seen as a local prioritization of needs.

3. Harmonize the prioritized set of needs from the stakeholder groups, if such a need exists.

4. Upper-management makes a conscious tradeoff between the set of (locally) prioritized needs, also considering the business strategy. This can be seen as global prioritization of the proposed needs which in essence decides how much resources to invest in each area.

Details of the method can be found in Chapter 9.5.
Chapter 5

Conclusions

The goal of this thesis is to improve the software release planning process of an organization, with a specific focus on how to decide the balance between investments in features and quality. Release planning is concerned with the task of deciding what features and improvements to include in future release(s) of a product, basically with the goal of optimizing company profit in both short- and long-term.

To develop products effectively, and be profitable, one must: (i) correctly identify different stakeholders’ needs, (ii) identify those needs which have greatest return-of-investment, and (iii) to efficiently be able to transform the need statements to project requirements and realize those as part of a product. Sadly, in today’s development of software intensive products this process often is performing worse than desired. This thesis is focused on improving some of the earlier parts of this process, often by both considering business and technical aspects.

This thesis is in large parts based on a multiple case study involving seven industrial companies. The publications included in this thesis basically present research results that have be obtained by analyzing the case study data from different perspectives, and/or by refining results from earlier papers. From an industrial perspective the main contributions of this thesis are: (i) a proposal for a capability model for release planning and (ii) a method aiding in deciding the balance between investments in features and quality. Each of these contributions are summarized below:

1. Capability model. In this thesis we propose a capability model for release planning processes, which both can aid in assessing the
2. **Decide balance between features and quality.** We propose a method for deciding the balance between investments in features and quality. First, of all such methods or even rules of thumb are lacking in industry, hence, it fills a missing gap. Second, this method is in large parts based on observed data and therefore is probably easy to apply in industrial companies. Yet, validation of the method remains; the method can not be validated using the same set of data which it was derived from.

From an academic perspective the main contributions of this thesis are: (i) validation of release planning *key aspects* proposed by Saliu and Ruhe [SR05a], (ii) identification of product management generally having low architectural awareness, and (iii) capture of state-of-practice. We have validated six of the key aspects proposed by Saliu and Ruhe and one additional key aspect is identified (short- and long-term planning). We conclude that product management generally has low architectural awareness. Hence, to address architectural issues early the release planning process must involve technically oriented stakeholders, e.g., software architects. Via our relatively large set of cases in the study we have captured state-of-the-practice for release planning in industry, which is useful to other researchers.

This research effort has been conducted using sound and rigorous research approaches suitable in this area of research. This includes development of a case study design, properly following data collection methods for interviews, documentation of interviews, and followed by proper analysis. One of the strengths of this work is the relative large number of companies involved in the study, which increases the study’s validity. Even though the study is primarily targeting companies developing software intensive and long-lived products, the results are of such kind that they are probably generalizable outside this product domain. Still, there is a dominance of Swedish/western cultures in the study, which may possibly render the results less useful in other cultures.

Finally, to summarize this research effort, through our multiple case study on release planning in industry we have reached an in-depth understanding of the relevant problems, and methods for addressing the problems in an industrial setting. The research represents a significant effort in this area.
5.1 Future Work

Here we present a sample set of possible future works resulting from the work in this thesis. The results from Paper A, and especially the conclusion that the architectural awareness among product management is low, requires a quantitative follow up study to improve the validity of these results. Possibly there can be further relevant key-aspects which remain to be identified. In addition, there may possibly be differences in what is considered being key in different product domains.

The capability model proposed in Paper C can be further refined, e.g., detailing how needs should be documented and detailing desirable results from pre-studies. Furthermore, the capability model is mainly developed using data from companies not applying Agile development models, refinement of the model to also include Agile development methodologies would be interesting. The capability model also remains to be validated, which can not be performed on the same cases as it was derived from, i.e., more cases studies are required to validate the results.

It is possible that architecture-centric approaches, such CBAM, can be used as an aid for release planning. However, these require architecturally mature organizations in order to be adopted. For immature organizations it may be interesting to investigate what is required for an organization to adopt architecture-centric approaches.

The main data from the case study is so far only published as a technical report, with extracts being used in Paper A–E, still it may be interesting to rework this material and publish it in a different forum such that the current state-of-the-practice for release planning receive more attention in the research community. For example, there are findings related to late detection of project dependencies in release projects, in this study a release project can consist of 20–30 sub-projects, which we as of yet has not published as a finding. The method proposed in Paper D remains to be validated, even though it has been derived from observed data; again, the same cases can not be used in validating the results.

Release planning is concerned with identifying the needs providing greatest return-of-investment, yet there are few, if any, metrics which can be used in measuring the success of this process. There are several metrics which are used for development projects, which for example can be used in determining the value of project managers’ work; both for identifying good and poor project managers. But how do we tell if a product manager is doing a good job or not?
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