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Abstract
In 2021, Intel released a new generation of consumer processors that had two different types
of cores; they called them the efficiency-cores and the performance-cores, or for short, the
E-cores and the P-cores. The release of these processors sparked interest in the potential
impact if they were introduced into the enterprise market. Therefore tests were made on the
I5-13600k on its power consumption and how it performs in virtual machines. Since the
architecture is so new, there have not been any tests on the power usage in different
configurations, which is a hot topic with today's power prices. The first question to be
answered was: "How can one get the new architecture to function in virtual machines without
mixing the various types of cores?" To solve that, the command “virsh edit” was used and
then the name of the virtual machine to choose which threads to use for the virtual machine.
The second question was: “how different is the power consumption between different
configurations?” And to answer that, a power meter was used to measure the power
consumption, which resulted in the Linux virtual machines drawing less power than the
Windows 10 virtual machines. The third question was: “what is the performance of the
processor in virtual machines?” To answer that, a benchmarking tool called Geekbench was
used, which showed that the P-core only machine performed best as expected. The fourth and
last question was: "What is the use case for having different types of cores?" From the tests,
these processors shouldn’t be produced for the enterprise market, but small companies and
enthusiasts can use them for servers when they need more cores.
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1. Introduction
Servers are a big part of the network infrastructure today, they are used for a variety of tasks,
for example, a storage server to store all the work or a website server that hosts the company's
website. No matter what the servers are used for, they're a big part of the company's network.
However, they are expensive, and small companies that might need one can’t afford a server
that fits their needs. One of the more expensive parts of a server is the processor.

In 2021, Intel released a new generation of consumer processors that had two different types
of cores; they called them the efficiency-cores and the performance-cores, or for short, the
E-cores and the P-cores. The release of these processors sparked interest in the potential
impact if they were introduced into the enterprise market. However, Intel has stated that they
will not use this technology in their enterprise processors. Even if they have stated that it is
still interesting to look into.

The question for the work was how one of these processors would perform on a server and in a
virtual machine, if the different cores would cause trouble? and how to prevent it? The
I5-13600k was used, which is a processor with this technology, and to test the processor, the
benchmarking software called Geekbench was used. Which together with KVM (Kernel-based
Virtual Machine), a hypervisor, is one of the few hypervisors that allows one to choose what
threads the virtual machine uses.

The processor worked without any major problems like any other processor on raw metal, as
long as the operating system had scheduling for it. In a virtual machine, there were more
troubles since the majority of the hypervisors don’t support choosing what threads to use in
the virtual machine, and the virtual machine didn’t perform the same after a reboot. Since
KVM was used with support for it, the option was available to choose either P-cores or
E-cores, which resolved these issues and ensured the processor's seamless performance in
virtual machines. Since Intel won’t use this technology in enterprise processors, it will not be
relevant for big corporations, but it is viable for small companies and enthusiasts to use in
their servers.
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2. Background
In 2021, Intel released its Alder Lake series of processors, which combined two different
cores into one processor [1]. These processors contain a faster type of core that has two
threads for every core called P-cores which stands for performance cores, and they also
contain a slower type of core that only has one thread for each core called E-cores which
stands for efficiency cores. The processor used comes from the Raptor Lake series of
processors released in 2022, the i5-13600K. It contains six P-cores that run at 5.1 GHz and
eight E-cores that run at 3.5 GHz [2].

To run a virtual machine, a hypervisor is needed. A hypervisor is software that allows virtual
machines to run on a single machine while dividing its resources between the machines. All
the virtual machines believe they have exclusive access to the resources. There are two main
types of hypervisors: type 1 and type 2. Type 1 hypervisors, also known as "bare-metal"
hypervisors, run directly on the hardware of physical machines, providing direct access to
resources and the best performance. Type 2 hypervisors run on top of another operating
system; the virtual machines then run on top of the host operating system and don’t get direct
access to the resources. Type 2 hypervisors are also called hosted hypervisors and give the
worst performance.

Since these processors run at different speeds, it becomes a problem when testing how they
work in a virtual machine since the majority of the hypervisors assign random unused cores to
the virtual machine. This will result in a mix of the two types of cores. The hypervisor chosen
was KVM, which is a Linux-based hypervisor. It is the only hypervisor at the moment that
allows one to choose which exact core to use for the virtual machine.

Linux is a kernel, which is a part of operating systems. The kernel handles interactions
between hardware and software and usually has complete control over the computer's
resources and how to utilize them. For processors, they have a scheduler that divides work
between the different cores and threads. The scheduler for the Alder Lake processors and later
from Intel didn’t come to Linux until kernel version 6, which means any Linux-based
operating system that runs an older version of Linux doesn’t have the correct scheduler.
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3. Related work
In the article titled "A measurement-based power consumption model of a server by
considering inlet air temperature" [3], written by Jin et al, the authors noticed the lack of a
power model when it came to air inlet to servers. Through their testing, they adjusted the
temperature of the inlet air from 20 degrees Celsius to 35 degrees Celsius in 5 degree
increments. The results showed that the power consumption increased with the temperature
and that the processor performed best under 80 degrees Celsius. Their work is very different
from my work, but both looked into the power efficiency of processors. Where only one
processor was looked into, they looked into multiple processors and had access to equipment
to gather more data on power consumption.

In an article by B. Mahood and N. Ahmed, called "An optimal semi-partitioned algorithm for
scheduling real-time applications on uniform multicore processors" [4], the authors talked
about how having multiple cores with various execution capabilities is a more desirable
architecture to structure high-performing energy-efficient systems. In their paper, they address
the problem of real-time scheduling of uniform multicore processors by proposing a new
fixed-priority semi-partitioned scheduling algorithm called RM-SPwTS. They showed that
their scheduling algorithm achieved a 69% utilization bound, which is, to their knowledge, the
first algorithm in the fixed-priority multicore scheduling category that has achieved this
bound. Through simulations, they saw an increase in processor utilization of up to 14% and a
reduction in the number of cores needed to schedule a given workload of up to 24%. While my
work focused on a processor that increased the number of cores needed by adding cores that
worked slower, they have improved scheduling so that those extra cores might be needed for a
server.

In the report titled "An energy-efficient load balance strategy based on virtual machine
consolidation in cloud environment" [5], written by Yao et al, the authors mentioned that
unbalanced utilization of resources in physical servers leads to energy waste. They also say
that the inefficient utilization of resources results in low quality of service, which is a problem
they seek to solve with their proposition. They proposed a load balancing system that aimed to
reduce power consumption and service level agreements by balancing the multi-dimensional
resource utilization of physical machines. In the first, they presented an algorithm for physical
machines that reduces unnecessary load on virtual machines caused by load fluctuations. After
that, they proposed a resource-weight-based selection model for migratable virtual machines
that would migrate virtual machines based on multi-dimensional resource utilization and
reduce load imbalance. Lastly, they deployed their solution and tested its simulation, which
showed that their solution reduced power consumption drastically compared to earlier
solutions.

All three of the earlier studies showed that we can reduce power consumption by optimizing
the hardware we already have and don’t need new hardware to decrease our power
consumption.
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4. Problem formulation
The intention is to test Intel's new architecture, which contains P-cores and E-cores that work
at different clock speeds. Since these cores work at different clock speeds, there is little
support on how to utilize these processors in virtual machines and a lack of information on
how the processors affect power consumption. Since the architecture is so new, there have
not been any tests on the power usage in different configurations, which is a hot topic with
today's power prices. These tests are useful not only to Intel, but also to consumers who
might be interested in these processors. The following question formulations are what the
work is going to answer:

- How can one get the new architecture to function in virtual machines without mixing
the various types of cores?

- What is the use case for having different types of cores?
- What is the performance of the processor in virtual machines?
- How does the power consumption differ in different configurations?
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5. Method
To answer how we can get the new architecture to work in virtual machines without mixing
the different types of cores, what the performance of the processor is in virtual machines, and
how different the power consumption is between different configurations, we designed a case
study where KVM (Kernel-based Virtual Machine) is installed and configured the virtual
machines. This is chosen because the aim was to test the performance and power consumption
of Intel's new architecture, which consists of two types of cores: P-cores (performance-cores)
and E-cores (efficiency-cores), within virtual machines. If theoretical numbers were used, for
example, the power usage from Intel's website, this would result in inaccurate numbers.

To do the case study, Ubuntu is installed on a computer with the I5-13600k by installing the
ISO from Ubuntu's website and flashing it to a USB drive. After that, the benchmark software,
Geekbench 6, is installed, and KVM, the virtualization software, by updating the system and
enabling virtualization in the BIOS. After the installation of KVM, the virtual machines were
created. After the creation of the virtual machines, lstopo was installed and got a picture of
what the topology looked like for the processor. The information was used when the virtual
machines were configured to use specific threads.

After the virtual machines were ready, Geekbench was run within the virtual machines while
gathering power usage from a digital power meter, this gave both a measurement of
performance and a measurement of power consumption.

With the gathered data on performance and power consumption, an evaluation was made to
answer the question of what the use case is for having multiple types of cores in a machine.
The answer to that question is subjective, but with the data gathered, an assumption could be
made about where it would be beneficial to have multiple types of cores in the same
processor.
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6. Ethical and Societal Considerations
This work has no ethical questions since no sensitive data was collected during this thesis.

Still, this thesis has societal considerations. Intel, the manufacturer of these processors, can
take this report into consideration if they ever want to implement P-cores and E-cores into
enterprise processors since they will get data from how these processors perform in a
production environment. Consumers can also use this data to make an informed decision
about what hardware their new servers should use.
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7. Installation of and preparation to configure the virtual machines
This chapter explores the process of replicating the accomplished work.

Installation of Ubuntu:

To install Ubuntu on a machine, the first step is to download the installation file from
Ubuntu’s website1. With this file, there are two options: either flash it to a USB drive or use it
on a virtual machine. To flash it, there are multiple tools; for example, BalenaEtcher and
Rufus are two popular tools to flash a USB drive with. However, an issue was encountered
where the ISO file would be altered by Windows 11, rendering it unusable when attempting to
download.

Installation of software:

In order to install the benchmark software, Geekbench, a visit to the website was necessary to
download the appropriate version2.

To install KVM, the virtualization software, the system first needs to be updated and checked
to see if virtualization is enabled in the BIOS. Both can be done in the terminal in Ubuntu. To
update the system on Ubuntu, the command "apt update -y" was ran, and to check if
virtualization is enabled can be done with the command "lscpu | grep Virtualization:", and
VT-x will show if it is enabled.

With confirmation that virtualization is on, then all the packages could be installed that build
up to KVM with the following command: "apt install qemu-kvm libvirt-clients
libvirt-daemon-system bridge-utils -y".

However, this will not give a graphical interface to manage the virtual machines, but since
Ubuntu Desktop is installed, a graphical interface can make it easier to make the virtual
machines. To install a graphical interface, the following command was run: "apt install
virt-manager -y".

Lastly, libvirtd had to be enabled, which is done with the following command: "systemctl
enable libvirtd".

Both a Windows ISO and an Ubuntu ISO are needed to replicate the work done; both can be
found on their respective websites.
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1 https://ubuntu.com/download checked 22/5 -2023 where 22.04 where last version.
2 https://www.geekbench.com/download/ checked 22/5 - 2023 where version 6 was the last version.
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Configuration of virtual machines:

With all the software installed, the virtual machines had to be configured. First, the creation
of the virtual machines were required, and the easiest way is to use the graphical interface.
With the graphical interface, open Virtual Manager and click Create New Machine. The only
setting changed except the ISO was how many VCPUs to use; it was changed from 1 to 6.
Two machines were made for each configuration of a total of 6 machines.

With all the machines created, the configuration of all the machines had to change to use the
correct threads of the processor. To do that, information about the topology of the processor
had to be gathered. One way to do it is to install hwloc with the command “apt-get install
hwloc” and use the command “lstopo” to see a picture of the processor's layout. Knowledge
of the topology, the command “virsh edit” was used and then the name of the virtual machine.
The I5-13600k was used and the following was added for the P-core only machines:
<cputune>
<vcpupin vcpu=’0’ cpuset =”6”/>
<vcpupin vcpu=’0’ cpuset =”7”/>
<vcpupin vcpu=’0’ cpuset =”8”/>
<vcpupin vcpu=’0’ cpuset =”9”/>
<vcpupin vcpu=’0’ cpuset =”10”/>
<vcpupin vcpu=’0’ cpuset =”11”/>
<cputune>

For the E-core only machines the following was added:
<cputune>
<vcpupin vcpu=’0’ cpuset =”14”/>
<vcpupin vcpu=’0’ cpuset =”15”/>
<vcpupin vcpu=’0’ cpuset =”16”/>
<vcpupin vcpu=’0’ cpuset =”17”/>
<vcpupin vcpu=’0’ cpuset =”18”/>
<vcpupin vcpu=’0’ cpuset =”19”/>
<cputune>
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Lastly for mixed of P-cores and E-cores following was added:
<cputune>
<vcpupin vcpu=’0’ cpuset =”17”/>
<vcpupin vcpu=’0’ cpuset =”18”/>
<vcpupin vcpu=’0’ cpuset =”19”/>
<vcpupin vcpu=’0’ cpuset =”9”/>
<vcpupin vcpu=’0’ cpuset =”10”/>
<vcpupin vcpu=’0’ cpuset =”11”/>
<cputune>

With all the machines finished, the tests could start.
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8. Results
To make a virtual machine use only one type of core in KVM, To do that, information about
the topology of the processor had to be gathered. One way to do it is to install hwloc with the
command “apt-get install hwloc” and use the command “lstopo”. With the knowledge of the
topology, the command “virsh edit" was used and then the name of the virtual machine. While
there, the following was added:
<cputune>
<vcpupin vcpu=’0’ cpuset =”(the thread wanted to assign)”/> (every row represents one thread)
<cputune>

The first operating system tested before the tests of the virtual machines was Windows 11,
since that is the operating system with the best scheduling for the processors with P-cores and
E-cores. It is also the operating system that is recommended. Windows 11 had an average
score of 2026.9 for single-core processes and a score of 15036.9 for multi-core processes,
with an average power usage of 120 watts while in load, which is 64.5 watts more than the
idle power usage of 55.5 watts. These scores are nothing special except for the multi-core
score being higher than the Linux host machine.

After Windows 11, the Linux host machine was tested that will have the virtual machines on
it, which ran Ubuntu 22.04 with the kernel updated to version 6.0.18. The Ubuntu host
machine had a single-core score of 2785 and a multi-core score of 14056, with a power usage
of 200 watts in load and 85.3 watts in idle.

After the host machine was tested as a reference, the virtual machine was tested where the
E-core-only virtual machine was first. Windows 10 with six E-cores had an average score of
1258.1 for single-core processes and an average of 2172.2 for multi-core processes, with a
power usage of 122 watts while in load and 100 watts idle. The Ubuntu E-core machine had
an average score of 1342 for single-core processes and an average of 5639.7 for multi-core
processes, with a power usage of 130 watts while in load and 86.5 watts in idle.

The P-core-only machines had six P-cores, where Windows 10 got an average score of 2659.8
for single-core processes and a score of 7716.4 for multi-core processes, with power usage of
170 watts while in load and 107.5 watts in idle. The Ubuntu P-core-only machine got an
average score of 2743.6 for single-core processes and a score of 7996.1 for multi-core
processes, with power usage of 162 watts while in load and 87 watts in idle.

14
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The last virtual machines that were tested were the machines that had 3 P-cores and 3 E-cores
mixed. Windows 10 got an average score of 2275.2 for single-core processes and a score of
7293 for multi-core processes, with power usage of 156.5 watts while in load and 102.7 watts
in idle. The Ubuntu machine, however, got a higher variant score for each run than any
machine got earlier. The other machines got a consistent score between each run, but the
mixed Ubuntu had a lowest score of 1381 and a highest score of 2728 for single-core
processes, where the average score was 2220.2. This is due to the lack of scheduling of the
P-cores and E-cores in the default kernel version that is installed on Ubuntu, which is kernel
version 5.15. For the mixed multi-core processes, Ubuntu got an average score of 7370.7 with
a power usage of 125 watts in load and 86.7 watts while idle. The power usage from the table
below and from the tables in the appendix all show the same power usage between every run,
which is due to human error and the power meter since a power meter was used that can’t
send or save the data to a computer or phone. The table below shows all the runs, and the
other test runs are in the appendix.

virtual Ubuntu 22.04 mix 86.7 w idle

virtual Ubuntu 22.04
mix

Single-core score Multi-core score Power usage

Run 1 2077 7246 125w

Run 2 2693 7413 125w

Run 3 2747 7371 125w

Run 4 2522 7537 125w

Run 5 2088 7350 125w

Run 6 2728 7278 125w

Run 7 1381 7434 125w

Run 8 2719 7372 125w

Run 9 1429 7297 125w

Run 10 1818 7409 125w

Average 2220.2 7370.7 125w
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With both the host power consumption and the power consumption from the virtual machine,
the power usage could be isolated to only include the virtual machine. The host had a power
usage of 85.3 watts in idle, and removing that from the E-core-only machines will give that
Windows 10 with only E-cores drew 14.7 watts in idle and 36.7 watts in load, while the Linux
virtual machine with only E-cores drew 1.2 watts in idle and 44.7 watts in load.

For the P-cores-only machine, the Windows 10 machine drew 22.2 watts in idle and 84.7
watts in load, while the Linux machine drew 1.7 watts in idle and 76.7 watts in load. In the
mixed machines, the Windows 10 machine drew 17.4 watts in idle and 71.2 watts in load, and
the Linux machine drew 1.4 watts in idle and 39.7 watts in load.

These tests show that the Intel I5-13600k worked without any problems with virtual
machines, with the exception of the mixed Ubuntu virtual machine. It also shows that the
Ubuntu host drew the most power, but the Ubuntu virtual machines drew the least power
through all the different configurations.

The use case for these processors that have both E- and P-cores is to have one or multiple
virtual machines on E-cores that run low-priority processes that don’t require high
performance. While the P-cores are used for high-priority tasks that do require high
performance.

CPU layout also affected the score; if six sockets with 1 core for each socket were used instead
of 1 socket with six cores, it would have a negative impact on performance. Single-core
performance didn’t change, but the operating system would have a harder time with scheduling,
where Windows got worse with a multi-core score of 4575 and Linux got 7474.

The tests were also run on a home server running an AMD FX 6300 Black Edition from 2012
with Ubuntu Server 22.04. On paper, this processor should be equal to a virtual machine with
six E-cores. However, the AMD FX 6300 Black Edition got an average single-core score of
542.7 and an average multi-core score of 1648, with a power usage of 165 watts. The
multi-core score was around what the E-core-only Ubuntu machine got, and this is most likely
due to the age of the processor and advancements in processors.
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9. Discussion
While I view the use case of the processors with P-cores and E-cores as being to separate the
cores to run tasks depending on their performance requirements, I wouldn’t say it is useful for
larger companies that have the funds to buy hardware with more P-cores or multiple
machines. Since Intel won’t produce processors with both P-cores and E-cores for the
enterprise market, I would see these processors more in the hands of enthusiasts or small
companies that can’t afford the enterprise processors but still need those extra cores. In
addition to the lack of software support when it comes to hypervisors, it can be hard to
implement these processors into an existing network.

The performance in the virtual machines was great and exceeded my expectations; however,
Windows 10 does have scheduling for these processors, but it is not good, while Ubuntu with
kernel 5.15 does not have scheduling at all for these processors. Windows 11 does have a
good schedule for these processors and will most likely take the space of Windows 10 in the
near future, but in the case of the tests that were done, Windows 11 is way too heavy of an
operating system and does not natively work in virtual machines. Linux kernel 6 does
introduce scheduling, which was used for the host, but due to not wanting to break the system
by updating the kernel too far, I opted to use an early kernel 6 version, but the scheduling gets
better in later versions.

Something to add is that the consumer version of Windows is not designed to be in virtual
machines, which can cause crashes. For me, this didn’t cause much trouble other than taking
more time to do the tests, but for running Windows in a virtual machine for a longer period of
time, I would recommend either using Windows Server or Linux.

The power consumption had round numbers that didn’t change between the runs, which was
due to the fact that I didn’t have the required features to gather exact data. Since I couldn’t
gather an exact number on the power consumption, I had to use the number the power
stabilized on during the runs, which makes the numbers only comparable within my tests.
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10. Conclusions
The point of this thesis is to test the new Intel architecture that has both P-cores and E-cores
in the same processor for virtual machines by setting up virtual machines and testing the
i5-13600k.

On how to get the new architecture to work in virtual machines without mixing the different
types of cores, the solution was to manually set which cores are allowed to be used. In KVM,
the command “virsh edit” was used and then the name of the virtual machine. While there, the
following was added:
<cputune>
<vcpupin vcpu=’0’ cpuset =”(the thread want to assign)”/> (every row represents one thread)
<cputune>

While testing, the processor performed normally with a few exceptions: the Windows 10
virtual machine had a very bad performance with E-cores, and the Ubuntu virtual machine
had a varied score with a mix of P-cores and E-cores, which can be explained by the lack of
scheduling for these processors before kernel version 6.

The processor performed well in virtual machines, but for a large company, they are better off
with a processor without P-cores and E-cores, where they have access to more software
support. However, smaller companies and enthusiasts will have a use for the extra cores.

The power consumption between the different virtual machines showed that the P-core only
machines drew more power than the E-core only machines, which was to be expected due to
the lower clock speed and the fact that the E-cores were designed to be power efficient.

18
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Future work

The first thing to improve for the future is to have the correct power meter. The power meter
used needed a human to look at to see the power usage, which adds human error. A power
meter that can send the data to a computer removes human error and gives more accurate
data.

The second thing to add for the future is to gather more data on how other processors
perform, which already have multiple databases, but also on how they perform in virtual
machines. Another data point that would be interesting would be real-world performance and
power usage. Only the highest performance level was tested, yet it is important to note that
processors do not consistently operate at their peak performance levels.
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Appendix

Windows 11 55.5 w idle

Windows 11 Single-core score Multi-core score Power usage

Run 1 2038 15108 120w

Run 2 2018 14968 120w

Run 3 2016 14736 120w

Run 4 2016 15064 120w

Run 5 2045 15118 120w

Run 6 2019 15093 120w

Run 7 2049 14967 120w

Run 8 2014 15097 120w

Run 9 2009 15112 120w

Run 10 2045 15106 120w

Average 2026.9 15036.9 120w
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Ubuntu 22.04 linux kernel 6.0.18 85.3 w idle

Ubuntu 22.04 linux
kernel 6.0.18

Single-core score Multi-core score Power usage

Run 1 2730 14016 200w

Run 2 2784 14050 200w

Run 3 2736 14044 200w

Run 4 2787 14041 200w

Run 5 2787 14070 200w

Run 6 2789 14072 200w

Run 7 2785 14056 200w

Run 8 2784 14005 200w

Run 9 2783 14106 200w

Run 10 2778 14097 200w

Average 2774.3 14055.7 200w
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Virtual Windows 10 six E-cores 100 w idle

virtual Windows 10
six E-cores

Single-core score Multi-core score Power usage

Run 1 1126 1746 122w

Run 2 1258 2167 122w

Run 3 1259 2199 122w

Run 4 1291 2284 122w

Run 5 1292 2284 122w

Run 6 1294 2285 122w

Run 7 1264 2166 122w

Run 8 1261 2215 122w

Run 9 1237 2160 122w

Run 10 1299 2216 122w

Average 1258.1 2172.2 122w



Philip Andersson P-cores and E-cores in virtual machines

Virtual Ubuntu 22.04 six E-cores 86.5 w idle

virtual Ubuntu 22.04
six E-cores

Single-core score Multi-core score Power usage

Run 1 1358 5717 122w

Run 2 1318 5349 122w

Run 3 1320 5457 130w

Run 4 1353 5787 130w

Run 5 1338 5667 130w

Run 6 1338 5493 130w

Run 7 1353 5800 130w

Run 8 1346 5749 130w

Run 9 1351 5721 130w

Run 10 1345 5657 130w

Average 1342 5639.7 130w



Philip Andersson P-cores and E-cores in virtual machines

Virtual Windows 10 six P-cores 107.5 w idle

virtual Windows 10
six P-cores

Single-core score Multi-core score Power usage

Run 1 2657 7762 170w

Run 2 2648 7698 170w

Run 3 2659 7714 170w

Run 4 2649 7742 170w

Run 5 2665 7694 170w

Run 6 2689 7689 170w

Run 7 2648 7721 170w

Run 8 2663 7689 170w

Run 9 2664 7717 170w

Run 10 2656 7738 170w

Average 2659.8 7716.4 170w



Philip Andersson P-cores and E-cores in virtual machines

Virtual Ubuntu 22.04 six P-cores 87 w idle

virtual Ubuntu 22.04
six P-cores

Single-core score Multi-core score Power usage

Run 1 2706 8057 162 w

Run 2 2760 7954 162 w

Run 3 2680 7909 162 w

Run 4 2749 7940 162 w

Run 5 2763 8035 162 w

Run 6 2764 8003 162 w

Run 7 2759 8012 162 w

Run 8 2756 8033 162 w

Run 9 2758 8003 162 w

Run 10 2741 8015 162 w

Average 2743.6 7996.1 162 w



Philip Andersson P-cores and E-cores in virtual machines

Virtual Windows 10 mix 102.7 w idle

virtual Windows 10
mix

Single-core score Multi-core score Power usage

Run 1 2406 7284 156.5w

Run 2 2376 7327 156.5w

Run 3 2437 7302 156.5w

Run 4 2359 7209 156.5w

Run 5 1898 7221 156.5w

Run 6 2246 7317 156.5w

Run 7 2334 7328 156.5w

Run 8 2299 7350 156.5w

Run 9 2174 7327 156.5w

Run 10 2223 7265 156.5w

Average 2275.2 7293 156.5w



Philip Andersson P-cores and E-cores in virtual machines

AMD fx 6300 black edition (2012) Ubuntu server 22.04 65.5 w idle

AMD fx 6300 black
edition (2012)
Ubuntu server 22.04

Single-core score Multi-core score Power usage

Run 1 542 1644 165w

Run 2 543 1649 165w

Run 3 543 1637 165w

Run 4 542 1650 165w

Run 5 543 1662 165w

Run 6 544 1649 165w

Run 7 542 1647 165w

Run 8 542 1637 165w

Run 9 543 1658 165w

Run 10 543 1647 165w

Average 542.7 1648 165w


