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ABSTRACT

The new generation of embedded systems will incraateraction between theenvironment,

people, and autonomous devices. This imitreasetheir need for communicationparticularly in
meetingreaktime requirements. To address the rdaahe requirements of embedded systems, a
communication networlkcapable of providingpigh bandwidth, low latency, and deterministic

behaviour is necessary. TiRsensitive Networking (TSN) was developed by the8BEE TSN Task

Group and is aet of standards providing deterministic service over standard Ethemmetis an

attractive option for achieving this. TSN leverages the advantages oEtE&iBet standards,

includinglow hardware cost, high bandwidth, and deterministic behaviol8BN useséme
synchronizationtraffic shaping, strict priority, and resource reservation mechantsnpsovide a

reliable and deterministic network environment suitable for Fiale appliations. However, for

these mechanisms to work and TSN to achieve high performance, the network must be fully
synchronizedin this thesis, we aim to integrate existing legacy devices into a TSN network without
incorporating TSN functionality into them, iasplementingall TSN standards requires significant
investments in time, financial resources, and infrastructure upgrades. However, as the legacy devices
R2y Qi KIFI@S ¢{b OFLIoAftAGASAE YR OFyy2i AYLX SYSyi
synchroniz with the TSN switches, which causes negadisdreersesuch as clock drift between the

TSN switches and the legacy estdtions. In this thesis, we aim toinimizethe clock drift in the

partially synchronized heterogeneous netwpatlowingresearchers athorganizationgo take

advantage of the benefits of adopting TSN into a legacy network without facing those iEssefe

the clockdrift that occurs between the lega@nd-stationsand the TSN switches, we implemented

one solution by combining thoseqposed solutions in the previous wor¥] by using the Drift

Detector (DD) and the Centralised Network Configuration element (CNC). This will be resolved by DD
measuring and calculating the difference between the expected and actual reception of the

messaes from the receiver endtation. The CNC later uses the variation values detected by the DD

to modify the TSN schedule angdatesthe network with the new period. In this way, we could

minimize the negative consequences causegdnyial synchronizationn the network
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1.Introduction

An embedded system is a system that was created to perform a specific task or function and is often
a component of a larger system. [1]. These systems are used in a wide rag@icdtions and can

be found all around us in the modern worklg., in the car we drive, in industries or in the
AYFNILK2YS ¢S OF NNEBE Ay 2dzNJ LI2 Ogfuidiichalities afid SY0o SRRSR
advanced features transmit data in re@ahe and reed to respond quickly to changes in their
environment Thereforethey require high bandwidth and rely increasingly ontgak capabilities.
Realtime systems (RTS) are described as commytstems that respond to external events and

perform computer tasks based on these events. RTSs return the response withinfeegpec

timeframe measured in milliseconds or microseconds [2]. RTSs are necessary for embedded systems
and other applications where errors or delays might lead to consequences, particularly in critical
sectors such as healthcare, infrastructure, and tramsgiion [3]. The eneto-end latency must be
predictable and bounded for RTSs to guarantee the output and ensure the system meetstitaeeal
requirements. Endo-end latency referstd & & & ( Sovh@ridle inputa®d generate output [4].
Several preditable approaches have been considered to improve reliable-terssitive network
communication, such as Controller Area Network (CANRgtwork communication protocol well

suited for realtime systems [5]. However, CAN has a relatively low bandwidtidaad not provide
deterministic communication, meaning there is no guaranteed time frame for message delivery. This
can have consequences in rdimhe systems that require predictable response tiriikerefore,

Ethernet is considered an alternative to CAthvidwer adoption costs and higher bandwidth [6].
However, Ethernet has limited Quality of Service (QoS) capabilities and misses predictability in data
delivery, i.e., it cannot provide deterministic behaviour or guarantee the performance needed for
reaktime systems that depends on accurate and deterministic communication.

To meet the RTSs requirements, a standard providing reliable data transfer and high throughput is
required. IEEE 802.1 TSN Task Group constructed TSN, which offietefmy capabilies and
deterministic communication to support retime applications [7]JTSN useswitches to calculate the
network's needsensuringminimal packet loss, jitter, and low latency to support reale
communication. The switches can perform this usinfgdiit traffic classes such as Audiadeo

Bridging (AVB), TimEriggered (TT) and Bestfort (BE). The higpriority traffic is the TT traffic,

which is timetriggered control traffic, followed by AVB, which allows {aency streaming services

to be ddivered over the Ethernet network and BE, which has the lowest priority. TSN is an extension
of the conventional Ethernet enabling time synchronization, traffic shaping, strict priority, and
resource reservation. TSN uses TiAware Shaper (TAS) and Creglitsed Shaper (CBS) as traffic
shapers to prioritize traffic, ensuring that tirsensitive traffic is given priority over other types of
traffic and is deliveredeterministically{2]. Timesynchronizations used for TSN to perform the
characteristics regjred in realtime systemsHowever, vithout properimplementation of time
synchronization, other mechanisipmich as scheduling, and traffic shapiwwguld not work correctly

as they rely on the accurate timing of network events. TSN uses time synchronization to synchronize
the different clocks within a network ta standardime domain. However, implementing time
synchronization takesignificantresources and timen many c&es, it is not even practical. In this
thesis, wewill integrateexisting legacy devices in a TSN network without incorporating TSN
functionality into them.In this thesis, we will implement pv@usly proposed solutions for a partially
synchronized netwde to help companiesr researcherdenefit from inegrating TShapable end
stations with TSN devices in a netwarkd benefit from thereducedtime and resourceseededto

adopt TSNlevices.
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performanceof apartialand outof-synchronization heterogeneous TSN network. Authors in [8] and
[9] have detectedhdverseconsequences when integrating TSN with legacy devésethe network
lacks @Il synchronizationTherefore, authors in [9jroposedsolutions todetect adverseeffects In

this thesis, we aim to implement thgreviously proposed solutions in][@ndthen willtest and

evaluate them. This is because the authiorprevious work [9tlid a proof ofconcept but nota
functional implementation othe proposed solutionThe implementation presentedn this workwill
allow researchers and organizations to take advantage of the benefitdagiting TSN into a legacy
network without facing those issues.

1.2Thesis outline

The rest of this works organized as follows: Section 2 contdmendational information including

key terms and concepts, that is necessary to know frtttesis. Seiton 3 presents related work
covering a variety of related topics. In Section 4, the problem formulation is described, while Section
5 briefly provides the chosen research method for this thesis. Section 6 describes ethical
considerations, and Section 7fiees the description and implementation of the experiments
performed in this thesis. Section 8 presents the results from the expetatheoenariogperformed,

and Section 9 summarizes and discusses all observations and evaluations gained throughishis thes
Finally, sectiori0 summarizeghis work, followed by ideas fduture investigations in Section 11.

«



2.Background

Ethernet is the most widely used networking medium. Due to its high cost, limited scalability, and
limited Qo0S, switched Ethernet is an alternative to standard Ethernet since it provides an efficient
and convenient way to increase network bandwidth. Howesgwitched Ethernegxhibitslimitations
whenutilizedwith reaktime traffic, whichcan be solved with AVB or TSN. AVB is a set of standards
that allow the transmission of redime audio and video streams over Ethernet networks.
Meanwhile, TSN is based Ethernet and leverages Ethernet advantages such as scalability and
bandwidth while providing the deterministic behaviour required for #ale systems. This section
explains the concepts and techniquies achievinggoals such as redime systems, Hiernet,

switched Ethernet, AVB and TSN.

2.1 Reallime Systems

A realtime system is a type of computer system designed to haexflernal eventsperform

computer tasks based on these events, and returns the response within a specifie@Jtidve [
responsecan consist of doing calculationsrespondingto the occurrenceA deadline is the earliest
possible time the system or any of its processes mustaedpThe reatime system's accuracy
depends on returning the correct answer and providing it within a time. For example, if we take an
MP3 player, the music will not sound as it shaiilthe signal is not delivered to the headphones in
time. In realtime systems, determinism refers to the capacity to predict and ensure the exact timing
of an event or task in a system. To guarantee that deadlines are met, determinism is required, and
Jitter indicates how deterministic a systemdJiter is the variationn the time between packet
transmission or arrival in a netwof8]. Removing jitter in realime systems iso avoid dangerous
eventscaused by missed deadlinesich as delay in an airbag inside a vehicle during an emergency
The primary classificatioof reattime systemds either soft, firm, or hardbased on thémpact of the
missed deadline

- Soft realtime systems are those for which missing one of their deadlines does not mean the
system fails [11]. Missed deadlines in soft fi@le systemsaffectonly theoutput quality,
i.e., if a digital camera’s shutter is slower than it should be féicés the image, but no
disastrous consequences occur.

- Hard realtime systems can tolerate less jitter than soft rtiate systems. However, hard
reaHime systems are those where a single missed deadline can cause the entire system to
fail or have catastrophic consequences. A hard-tiea¢ system is stricteregardingtime and
scheduling to ensure that all tasks must be completed on time. [11] $amtreaktime
systems are an airbag in a car, aircraft equipment, andlacki braking systems in modern
vehicles.

- Infirm realtime systems, it iscceptable to miss a deadline [2]. If the process is not
completed by the deadline, the outcome is useless, and the assignment should be
abandoned. A financial trading system is an example of a firm'sinealsystem. While
failing to meet a deadline mayot cause the system to fail, it might cause significant financial
losses.

When components must communicate through a network, the network'sterehd delay must be
limited to ensure that the critical messages can be transferred within thetiraal constaint [2].
However, most traditional networksannot followthe timing constraints required, so they cannot be
applied to realtime systemsTherefore, tomeet the requirement significant for reéime systems,
Ethernet, which is covered in more detailthe next section, may be an option to meet those
requirements.



2.2 Real-time communication
2.2.1 Ethernet

Ethernetis adoptedas the most common local area networking technology in homes and offices.
Ethernet was developed in 1976 by the Xerox Palo Alto Research Center (PARC), commercialized in
1980, and first standardized as IEEE 802.3 in 1983 [2]. Ethernet is a set of riethodogy

standards used for communication in Local Area Networks (laAN)it has become a widely

adopted standard for wired LANs. Ethernet contains both the physical and data link layers of the OSI
model. The data link layer consists of the logic#d diantrol (LLC) layer and the media access control
address (MAC) layer. MA@ndlesthe hardwarewith access to the transmission medium, while LLC
provides error control of the data link layer, clock synchronization, and flow control. Each node in the
network has a unigue 48it MAC address. Higbpeed local area networks can be built using

Ethernet, a reliable, scalable, and affordable technolaggeradio systems and CAN functgn

Ethernet networks have been designed to use a shared medium for alfllimddes and support
variousnetwork topologies. Ethernet is built on Carrier Sense Multiple Access/Collision Detection
(CSMA/CD) and is the arbitration mechanism used in the Ethernet network to control access to the
shared transmission medium, commonlg@axial cable or twisted pair cable. Each network device
listens to the network through an Ethernet hub to check if the transmission medium is available for
use or not in CSMA/CD. The devices can transfer data if no transmission has been discovered.
Howeve, when multiple devices attempb transmitdata at the same time collisions occur. If a

collision occurs, all devices involved in the collision discontinue transmitting and pause for a random
period before they try to retransmit data again. Howevel ttollision occurring in CSMA/CD can
introduce variable and unpredictable delays, makingnguitable for reatime performance.

Ethernet using a besiffort delivery mechanisrmakesEthernetalsounsuitable for reatime
systemsResuling in difficultyin guaranteeing the delivery and timing of data packets because the
data is sent as soon as possibtill, therds no guarantee of when they will be delivered. Therefore,

a more suitable solution that works better for re@the systems is switched Ethest. Switched

Ethernet can help eliminate collisions occurring in Ethernet using switching technology, which will be
described in further detail in the next section.

2.2.2 Switched Ethernet

Switched Ethernet is a type of network technology that connects devices on a network using
Ethernet switches. Switched Ethernet is often combined with other network technologies, such as
Wi-Fi, to deliver &ompletenetwork solution that fits the needs afiodern applications and devices.
Each device in a switched Ethernet network is linked to a dedicated port on the Ethernet switch,
establishing a specific poitd-point connection between the device$(]. Switched Ethernet takes
advantage of thescalabiliy, high bandwidth, and cosffectiveness of an Ethernet network while
providing limited latency and time reliability. Switched Ethernet makes it possible to achieve full
duplex communication, allowing network nodes to send and receive messages at tbeisenThe
significantdifference between switched Ethernet and conventional Ethersbbw they handle data
transmission, as switched Ethernet uses a switch instead of a hub. A switch establishes dedicated
point-to-point connections between devices, wieeeach device is linked to a dedicated port on the
switch and data is sent directly between the transmitter and receiver. Meanwhile, a hub is a simple
device that broadcasts incoming data to all connected devices. In traditional Ethernet, a collision may
occur when two or more devices transmit trafienultaneouslyresulting in data loss and
retransmission. This problem is solveddwitchingEthernet, which only sends data from sources to
destinations using the MAC addresses of all linked interfacesetter, switched Ethernet

performance is still influenced by network congestion, packet aizé,QoSlgorithms Therefore,
switched Ethernet may not be suitable for all riate applications, even though it can increase



Ethernet's applicability for redime systems. Théollowingsection will provide further information
on AVB, which can be a better solution to provide téak support than switched Ethernet does.

2.2.3 Audid/ideoBridging

Switched Ethernet supports the creation of sevéndependent broadcast domains, known as virtual
LANs (VLANSs). Howevsinceswitched Ethernet performs bestffort delivery; it is not considered

suitable for reatime systems. The IEEE AVB Task Group established AVB, where prioritizing traffic
accordingo its importance and time sensitivity is one of AVB's primary characteristics. AVB is a set of
protocols that improve switched Ethernet's capabilities for supportingtiea, highbandwidth

audio and video streaming applications [8] [9]. AMB toguarantee low latency and higteliability

delivery of reatime traffic, it integrates several different technologies, including QoS,

synchronization, traffic management, and stream reservation algorithms. The main standards that
the task group introduced arthe following:

W IEEE 802.1AS: Used by AVB for time synchronization, which provides all devices on the network
with an exactand stable clock. This enables the synchronization of audio and video streams across all
network devices, which is essential feaktime applications.

W IEEE 802.1Qat: This standard is used by AVB and is a standard for stream reservation protocol
(SRP). This guarantees that the bandwidth for sending audio and video streams is ensured and not
affected by other network traffic.

W IEEE 802.1BA: This standard for traffic management byeleBesmore efficient use of network
resources while ensuring that retiine traffic is provided with high reliability and low latency.

W IEEE 802.1Qav: Defines forwarding and queueing rules toeensessages are received
immediately.

However, AVB still fails to fulfil the demands of hardtéak systems since it cannot handle channel
congestionand messages can be delayed because Gretiti SR { K LISNJ 6/ . { 0 OF y Qi
jitters, which makes it not completely deterministic [8] [9]. CBS is used in TSN to handle the traffic

flow andensurethat the necessary traffic is transmitted by allocagicredits to each stream so they

can be prioritizedThe IEEE 802.1 AVB Task Group was renamed the TSN Task Group to solve this

issue with AVBAdditional approaches have been introducedtransmittime-sensitive traffic via

Ethernet. TSN is the most current Ethernet extension and the successor of IEEE AVB, which will be
explained in detail in the next section.



2.3 TimeSansitiveNetworking (TSN)

TSN was developdd solvethe increasing demand for deterministic, highndwidth, lowlatency
communications in automotive, industrial automation, and other sectors wheretireal
communicatiors are essential. TSN is a set of Institute of Electricdl Blectronics Engineers (IEEE)
standardsThe 802.1standardswvere developed by the TSN Task Group to simplify the transport of
time-sensitive communications over Ethernet network$][IThe TSN operates at the OSI data link
layer, ensuring that informatio transmitted between twalevicesarrives in a specified and
predictable time frame. For TSN to ensure that the network is deterministic and meets themneal
requirements of the system, timgynchronization and scheduling mechanisms are used. TSN uses
two scheduling mechanisms, TAS &##iSto fulfil the varying reatime requirements of different
applicationsBoth schedulingnechanismare neededo guaranteethat high-priority traffic is

carried out with minimal delay and jitter while allowing the transmission of traffic with lowierity.
TSN uses time synchronization to synchronize the different clocks within a netwoskandard

time domain. To ensure the network's schedule is maintaic@dectly, TSN requires that all

switches be clockynchronized using 802.1AS. IEEE 8® dohsists of several mechanisms used to
synchronize clocks. The three main mechanisms are the Best Master Clock Algorithm (BMCA),
Propagation Delay Measurement (PDM), and Transport of Time Synchronization Information (TTI)
[12]. The forthcoming sectionsilMdescrbe the mechanisms used to synchronize the clocks and the
scheduling mechanisms in TSN.

2.3.1Best Master Clock Algorithm (BMCA)

BMCA is a mechanistinat enablesdeterministic and lowlatency communication over Ethernet
networks and is a cruciabmponent of the TSN standarbh TSN networks, BMCA decae¢hich

clock source is the most accurate and shcdagdhe network's reference clodd 2]. The BMCA
determinesthe hierarchy between the different TSN devices and selects the grandmasterTdieck.
BMCA defines a timsynchronizatiorspanning treewhere the grandmaster assumes the2 2raleQ &
asshown inFigure 1As shown in the figurgeach systentanoperateas a grandmaster timaware
system or a slave timaware systenj8]. BMCA selects the grandmaster clock in a TSN network by
combining clock quality evaluation and priority rankimg.determine the hierarchy between the
devices in the network, each BMCAt®mperiodically senda broadcast message called an
announce messagéfter identifying the grandmaster, all otheystemsor nodes become slaves and
synchronize their clocks with the grandmast€he figure illustrates the four different types of port
roles, namely Master ports (M), Slave ports (S), Passive ports (P), and Disabled pBNEC{®)
determines the hierarchy of TSN devices based on the information provided by each port role and
chooses the most accurate clock source to serve as the grandnastk.
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Figurel: Best Master Clock Algorithdiagram

2.3.2Propagation Delay Measurement (PDM)

After the hierarchy has been established in BMCA, the PDM mechanism calthiapeopagation
delay between systems. PDM is a crucial component of TSN, enabling precise synchronization among
the devices in a network by compensating for signal propagation delaiF DM begins with one
system transmitting a latency request (Delegguest) to another system through its slave port,
whether it is another slave timaware or the grandmaster, and it keeps track of when the message
was transmitted (T1)as shown in Figure. Zhe time when the message was received is sampled by
the receier (T2) after receiving it through its master port, which returns T2 to the initiator, where
the time the message was sent will be noted. After the initiator receives T2, the time the message
was received (T4) will be recorded too. Lastly, to calculateléhay, the responder transmits T3 to
the initiator. The following formula is used to calculate the delay

Delay measurement= (T41 T1)1 (T371 T2)
2
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Figure 2Propagation Delaiyleasurementdiagram

2.3.3TimeSynchronization Information (TTI)

The TTI algorithm can synchronize other tiaveare systems by forwarding the grandmaster time

[12]. The execution of TTI occurs afemtablishinghe spanning tree with the root as the

grandmaster and thdatency measuremeriby the slave timeaware systems. During the TTI

procedure, nodes broadcast their current time via their allocated master ports. Systems that receive
messages through their slave ports add the calculated delay and mbdifylacal time accordingly.

2.3.4 Schedulinglechanisns

To avoid congestion and ensure that all traffic can be sent without dropping packets, shaping
algorithms regulate théraffic rateon a networkin TSNTSN uses two traffic shaping algorithms, TAS
and CBS, to distribute network resources across variogsada The sections that follow provide
detailed descriptions of the TAS and CBS mechanisms.

2.3.4.1TimeAware Shaper

TAS is apssentiamechanism of TSN and is specified in the 802.1Qbv stanitidatermineswhen
different traffic classesantransmit on a network [2]. In TAS, TT traffipri®ritized over other traffic

using a scheduling algorithm to keep the network from ovetiong In Figure 3, we can see an

overview of the several possible priority classes in TSN. The first class, ST, is used for network control
traffic and has the highest priority. Later, we have the AVB A claksatiich is frequently used for

video traffic anchas a high priority, while AVB B is used for audio traffic and has a méatiu

Lastly, there is the BE traffic, which is used for "best effort" traffic and has the lowest priority. The
Gate Control List (GCL) is a parameter in TAS and is the gatetlimivehanges the gate state in TAS.
Figure 3 shows the GCL table, with a value of 1 denoting an open gate and a value of O indicating a
closed gate. When a gate is in the open state, frames can be transmitted, and when the gate is
closed, there is no tr@smission. If several gates are open simultaneously, the traffic with higher



priority takes precedence and is transmitted, causing loprwrity traffic to be delayed. When TAS
finishes scheduling the last queue in the GCL, it starts over again fronegfenibng

ST (Q0)

AVB A (Q1)

.

—_—

AVB B (Q2) [‘ l |/\

*  Time Aware Transmission Selection

CBS | . Gates (strict priority)

Gate Control List

BE (Q3)

(o @ @ o]
TO 1 0 0 0
T1 0 1 1 1
T2 1 0 0 0
T3 0 1 1 1

Gate driver

Gate open (1) =
Gate closed (0) =

Fgure3: TimeAware Shaper (TAS) diagram

2.3.4.2CreditBased Shaper

CBC is used to limit theaffic rate on a network using a creditased approach. CBS is another
scheduling mechanism that can be apgligith TAS,defined in 802.1Qav. The shaping mechanisms
complement each other [2]. TAS attempts to reduce the time that-pigbrity traffic cannot

transmitdue to the presence of loypriority traffic. In contrastCBS ensures that Iepriority traffic,

such as BE traffican sendraffic without being starved by highriority traffic [8]. Class A and Class

B are the two TSN traffic classifications that §p&ally operates, with Class A having a higher

priority than Class B. CBS makes sure that the necessary traffic is transmitted using a variable called
"credit,” so it can be scheduled in a prioritized way. Figure 4 displays an illustration of a C&®.diagr
AVB A credit is represented by the purple lwhgreasthe orange lingepresets AVB B creditlf

the credit becomes negative after transmission or another queue is transmidtimtframes are

waitingin the queue, the credit value increases. Whdrtransmissions in that queue have ended

and the queue is empty, the CBS algorithm will reset positive credit to zero. The rectangles with
letters shown in the figure indicate the transmission of the frames, and the arrows indicate when the
frame has arsied. Finally, the lines show the credit changes over time
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3.Related work

There has been an increasing focus on facilitating the implementation of TSN networks since TSN
gained more popularityResearcarshavefocused on several TSHlated topics, such as time
synchronization, traffic scheduling, and shaping, to improve thecg¥eness and reliability of real

time communication in industrial and automation applications. Time synchronization is the main
subject in this work, as this thesigmsto evaluate and implement solutions for the outcomes that a
network or system expégnces ifspecificnetwork componentdack fullsynchronization.

One of the mostriticalaspects of TSN is clock synchronization. TSN useetieealizedPrecision

Time ProtocoldPTP) to synchronize the system$3 @ A Ad8k3 & a reference timgPTP and PTP

are similar However,gPTP has more featuresmpared to PTP he Network Time Protocol (NTP) is
used in this thesis as a time synchronization protocol to synchronize the legasyatioths with

each other. In this paper f, the authors corpare PTP to the NTP and describe the principles and
operation of PTP. PaperdJlpresents a work similar to this thesis. According to the authors,
unscheduled higipriority emergency event traffic can cause significant jitter and delay in-time
sensitive taffic. The authors suggested improving the TAS scheduling algorithm by adding a
protection band that would allow rapid transmission of emergency event traffic with little impact on
the scheduled traffic, and they evaluated the effectiveness of their pregp@asheme using the
OMNeT++ simulatoA thorough understanding of how TSN works is required to assess the impact of
a lack of synchronization. To overcome the inaccuracy caused by packet collisions, the autt@rs in [1
introducean algorithm combining timslot-based synchronization and priority scheduling. Their
proposed solution is built on the OMNet++ simulation platform and uses a standseticle

network topology The authors stated in [ that it is frequently unrealistic for systems such as
legecy devices to synchronize with the TSN network and have TSN capabilities. Therefore, they
reduced the synchronization standards for estdtions. Later, they developed a solution to offer
time-sensitive traffic reatime guarantees. Zimmermann et al8]lproposed various waye reduce
synchronization startip time for future Ethernebased automotive networks. They claimed that the
simulationbased performance analysis reveals that the proposal can lowergbditnes by a factor

of 40 compared to the aoventional IEEE 802.1 AS without significantly influencing synchronization
inaccuracy

Despite thedifferent studies related to TSN and several TSN models presented by researchers, there
has been limited research into thperformance of partially synchrared heterogeneous TSN
networks.Therefore this thesis aimso evaluate and implemerthe proposed solutionin [9] to

solve the problems occurring when adding legacy devices intpdhéally synchronized network, as
there is no researchuggesting general working solution applicable to most legacy-stadions.

Based on previous work i][ [9], we foundadverseconsequences when adding TSN switches to a
legacy network. However, these effs@are solvableby implementingthe solutions proposed in the
previous thesisq]. This willllowthe industry to adopt TSN without facing those side effects.
Implementing and evaluating theolutionin [9] is necessary, as there is no functional

implemertation of the solutions proposed in previous related works. The implementatiesgmted

in this thesis is also considered more practibah theone previously proposed, as tlaithors in [9]

were modifyingthe TAS windows manually. Meanwhitee implementation performedin this thesis
provides the opportunityo adjustthe size of theT ASvindow automaticallyand enableshe update

of those TAS windowdynamically Theimplementation proposed in the thesis can also be adopted

by industriesseeking to leverage the benefits of integrating legacy devices into TSN networks, as this
implementation enables such integration
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3.1 Description of previous work

The previousvorkin [8], [9] was an evaluation, as in the first thesis {B¢ authors discovered that

the lack of synchronization in the network causes negative impacts between the computer systems
and the TSN device. Meanwhile, the second thesis [9] has also discovered that partially
synchroniation had adverse effect®n the network, andthey proposed solutions to minimize those
consequences in the networkastly, in this thesis, we aim to implement the proposed solutions in

[9] in amore functionalmannerand then will test and evaluate therfihis is because the authdrs
previous work [9] did a proof dhe solution but not a functional implementation tife proposed
solution Afurther description ohow the solutionwill beimplementied more practicallyis provided

in the thesis.

The authors of the first thesi§] investigatal the effects of a lack of synchronization in a
heterogeneous TSN networ&gardingreception time drift and jitter. They implemented a network
where TT traffic was sent between two laptops running Lifruxheir work, theycarried out an
experiment where the data was sent between the laptops without the TSN switch in the first
scenario. In another scenario, the TSN switets addedo the networkwhen the traffic was sent

Their studydiscovered that devicesannotsynchronize their clocksithi each other if the network is

out of synchronization. Consequently, this will cause different clock speeds (drift) between the
devices.The TSN switch in this work has the fastest clock, the receiver node is in the middle, and the
sender computer has thslowest clockThe resulting drift can be either positive or negativae

positive reception time drift results in messages being received later and later, which means losing
deadlinesMeanwhile, the negative reception time drift results in the messalgeing received

earlier and earlier, which causes some tasks to be performed earlier than expected, such as the
airbag opening earlier than expectaesultingin acatastrophic conditionThe authors also detected
ajitter in the networkcaused by the Raberry Pi's lack of a hardware clock and less precise data

In the second thesi®], the authors investigated the impact of synchronizing legacystations via

their traditional synchronization mechanisms in heterogeneous TSN networks. They also
implemented a network using two Raspberry Pis and a TSN switch to observe the network's
behaviour.They performed three experimental scenarios to observe the network behaviour when
sending TT traffic between two nodes. As a conclusion of their work, they rehaxhlerseeffects

when the network is partially synchronized, such as the network experiencing clock drift between the
TSN switch and the Raspberrg, Rihere the clock drift can either be positive or negative. If the
receiver node experiences negative receptiondidrift, the packets miss their TSN window;
meanwhile, if the receiver node experiences positive reception time drift, packets are queued until
packet drops occur from the buffer in the switdtastly the authors proposedeveralsolutionsto
minimize theclock drift experienced in the partially synchronized TSN netwidré&ir first proposed
solution is to measure the packet reception drift at the receiver node and apply the measured value
to the TSN switch. Meanwhile, their second solution involves peadg calculating the drift in

intervals by timestamping packets in the receiver notteen the receiver node dynamically updzd

the sending period in the sender node. In this way, they decreased the clock drift by dynamically
modifying the transmissioimterval at the sender node in their second solution. To implement the
solution, the authors have modified the legacy estdtions and applied the solutions to them. Aside
from investigating the impact of having partial synchronization in the networkattieors also

analyzed the jitter occurring in the network.

11



4.Problem formulation

Embedded systems are all around us in the modern wamhticontinue to develop over time [3]. The
advanced features and functionality of many embedded system applications rely heavily-timeeal
capabilities; as a result, it is imperative to supply mechanisms and capabilities to support these real
time needs TSN offers several capabilities tleaableapplications with strict realime conditionsto
communicate in a deterministic, lel@tency manner. Timsensitive data is delivered on time and

with minimal delay because of the TSN's standards, which inéhaderes like traffic shaping, time
synchronization, and priorithased forwarding. However, implementing these standards can be
costly and timeconsuming for companies. Therefore, integrating TSN into existing legacy networks
and providing them with reaime capabilities can be cosffective for companies, but it also

increases the time and resources required to implement the TSN environment. However, for TSN to
function effectively and for timeensitive traffic to be delivered with low latency andhigliability,

the network requires full synchronization.

Therefore, m this thesiswe will integrateexisting legacy devices in a TSN network without
incorporating TSN functionality into therdowever, because legacy devices do matecapabilities
andcannot implement TSN synchronization protocols, they cannot synchronize with the TSN
switches.Therefore, he network is partially synchronized as the estdtions are synchronized with
each other and the TSN switches have their synchronization profbeelpartial synchronizations in
the networkcausereception time drift between the legacy devices and the TSN switches. The
resulting drift can be positive or negative, each wdtfierent consequences in the network. When a
significant amount of thelrift is collected in the c of the negative drift, thédramesmiss the
transmissiortimeslotin which they are scheduled, leaving a period with no messages. Figure 5
illustrates theindicatedbehaviour where the receiver ergtation has a faster clockan the other
devices. In Figure 6, the opposite case is considesedvhen the receiver endtation has a slower
clock. As shown iAgure6, the positive drift causes thigamesto be lost at a linear rate. Sintlee
framesarrive at the switchdster than it forwards them, leading thieamesto get stuck in the buffer.
However, the buffer has a limited amount of spacevasen the buffer reaches its limit, the frames
will be lost.As outlined in subsection 3.1, the authdmg8] and [9] detected the consequences
resulting from the reception time drititnd are carried out in this work to give the readers a better
understandingf what we aim to solve in this thesis

Sender

sN - [ B4

Receiver

Figure5: Negative reception time drift in the receivend-station
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Therefore, partial synchronization in the network is a problem because optieziously mentioned
consequenceandmustbe solvedSolving the reception time drift is critictl allow the industries

and companies to adopt TSN into the legacy network without facing those side effects. This thesis
aims to evaluate and implemetite previously proposed solutions in [9] for a partially synchronized
heterogeneous TSN network regarding reception time drift.

In thisthesis weaimto investigate and address the reseaigrestionsoutlined below:
w w-What are the effects of thproposedsolutiornsto mitigate the effects of clock drifts?

w  w-What would be the suitable implementation of the proposed solutions in a real network and
how does it differ from the experimental model?

To address the research questions (RQ1 and RQ2), existing liteahoue TSN will be reviewed.

Based on the knowledge gained through this process, the proposed solutiobg wilplementedn

alab environment featuring various scenarios for experimentation and analysis. The RQ will then be
answered with the conclusioof the experiments.

13



5.Research method

To gain knowledge and a foundation in the togie insight into the equipment involved in this

thesis, we study the mechanisms of TSN involved in or related to clock synchronization. An
experimental research method is appropriate for this thesis because the purpose of the thesis is to
implement the previaisly proposed solutions in [9], which will be tested and evaluated. According to
Amaral [19], an experiment consists of thealuationandexploratory phasesThe evaluation phase
refers to the questions that will be attempted to be answeradhilethe exgoratory phase refers to

a body of knowledge that helps determine what questions to ask about the system being evaluated.
The experiments that will be carried out are based on the implementation of the solutions proposed
by the authors in the previous ths[9], while the results will be analyzed and evaluated.

The system development research process proposed by Chen and Nuna@@kespitable for this
purpose; it is a mukimethod approach to conductinigformation systemsesearch. The research
method consists of five steps, as shown in Fidure

>

Construct a
e Conceptual
Framework

l

Develop a
- system
architecture

v

«—»Analyze and design
the system

{

- »_ Build the prototype
system

!

Observe and
“—— evaluate the
system

Figure 5: The Process of System Development Research

The following steps will be taken to answer the research questions carried out in this thesis:
0 Investigation of theT SNrelatedliterature and research on the TSN mechanisms

0 Review the previous relatetiesisand gain knowledge to prepare for the expment.

(@]

Implementation of the solutionpreviously proposed
0 Perform the experiment and analyze the output

0 A conclusion will be made based on the comparison and evaluation of the result
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6.Ethical considerations

Our thesis does not gather any persdpadientifiable information and does not address any ethical
issues or concerns. The tools resulting from this work are said to be used responsibly. This is a purely
scientific experiment conducted in a simulated environment with consideration for soasgtakts,

as the purpose of this thesis is to explore the possibility of adopting TSN in a network with legacy
end-stations. Through this work, we consider providing others with the benefits achieved when
integrating legacy devices into TSN networks withimplementing the TSN functionalities into

them. This integration also works effectively without requiring complete network synchroniZation
the components to functiomorrectly. Another advantage of legacy devices is that the devices used
in the prevous systenversion(before adding the TSN devices to the network) can be reused even if
the network subsystem has been changed. In this way, previous configurations and work saved on
these devices can be reused, saving time and resources.
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7.Description of experiments

We conducted three experiments to answer the research questions in the problem formulation. In
the following section, the experiment®nductedand the implementation of the solution are
described Thisthesis aims tomplementthe proposed solutions iff] for a partially synchronized
heterogeneous TSN network. The network is partially synchronized anthstationsare
synchronized and the TSN switches have their synchronization prpgaadligure 6 This means that
the endstations have no knowledge of the TSN switches and do not synchronize with them. The
evaluation in this thesis will consist of three experimental scenarios. In the first scenario, we are
studying how the network behaves when semgliraffic between two engtations without the
influence of TSN switches. In the second scenario, the data isasonitted between the end
stations, but the TSN switches are introduced in the network. The second scenario performed in this
thesis is ao one of the experiments the authors in the previous work [9] have performed, as
mentioned insection3. Lastly, in the last scenario, we aim to implement one solution by combining
those proposed solutions in the previous work [9] to solvedteerseeffects caused bpartial
synchronizationThis thesiappliesthe proposed solutionso the TSN switches without modifying

the legacy enebtations.

Raspberry Pi 3 Model B TSN switch TSN switch Raspberry pi 3 Model B
Talker Listener

Figure6: Synchronized endtationsand synchronized SN switch with no synchronization in
between.

7.1 Hardvare description

In this thesis, a lab environment consisting of tegacy enestations(Raspberry Pi 3 Model 1]
with the Raspberry Pi operating system (OS), two multiport TSN switches Syst€hip
Engineering (Se€) [23], see Figure astly, a laptop running the Lin®Sis used. Several
synchronizatiors protocolscan be used to synchronize esthtions if incompatible with the gPTP
protocolused bythe TSNswitches. However, in this thesis, NTP was used to synchroniemthe
stationswith each other, so their software clocks share the same time domain. NTP is a widely used
time synchronization software protocdesigned to synchronize the clocks of computers on a
network to a highly accurate time reference, for example, a GPS reaziagratomic clock [Z]. On
the other handthe TSN switchegse a hardware clock, which can be referred to as a-tiesd
clock" thanks to its high accuracy.
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Figure7: Experimental topology

7.2Sending traffic and data analyzing

To perform the three experimeant scenarios, one Raspberry Pi was the Talker node sending the TT
traffic and the other Raspberry Pi, i.e., the Listener node receiving the ldagzecificexperiments,

the TSN switches wemdsointroducedbetween the endstations when the data was serthe
experiments were conducted by executing the Python scripts mentiamégpendix A: The codes for
experiments 1 & 2 (Listener.py and Talkerfpy}he firstand second experiments, and the scripts
provided inAppendix B The codes for experiment 3 (Listener.py and TallerdAppendix C The

code to the cnc.pfor the third experimentTheauthorsin [9] have implemented the Python scripts,
which havebeen aqusted to suit the experiments conducted in this theSdsie method used by TSN

to handle priority traffic is VLAN tagging. In the script transmit TT traffic between the erd

stations, we added an 802.1Q header to the Ethernet frame used for periodic sending. TT traffic was

selectedin this experimehbecause the partially synchronized netwaignificantly impacts TT traffic
more than other traffic. In all the experiments, Q7 was removed from the puaiithiout a schedule
applied to ensure that traffic was only sent to the appropriate port. Q7 is the highest priority queue
that can be given to TT in the TAS configurati&ndoing this, therés no indication that the TT
mechanism used in the experiments would be influenced by other network traffic taffidis
isolated in its respective queud/e modified thetransmission rate of the sender eradation by
adjusting the period after everd00 messages to generateore significabhnegativeand positive
reception time drift in the receiveend-station. This was performed by the Talker sending evew
period to the receiver endtation. However, thd SN switcescycle was kept at one secorithe
messages were transmitted from the Talker node towards the Listener node in an interval of 1
secondfor negative drift and an interval of 0.3769 secoffidispositive drift. Those seconds were
selected as the clock drifausedan impact on the period, leting to the period differing between
those values.

After the experiments were executed f@b minutes the "samples.txt" files were generateohd

saved by the Lisher script The data stored in the "samples.txt" filegre laterused to ilustratethe
results gathered from the experimental scenarios. Tisener savesiataA ya | &y LI S & @hiod (i é
when themessagesvere scheduled to be received atite actual reception of the messagéster,

with this information, we could¢ompare and evaate thedifferent results gathered from the
experiments. Tdlustratethe results, nanathematical calculatiomasrequired This is because the
waywe presentedhe resuls providesall the information needed taonclude and evaluatkow the
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effects caused by the clock drifffectthe various experiments performeds we can see in section
8. Todeterminewhen the data was sent and received between the-stations, we analyzed the
results from the experiments in Microsoft Excelthis work, we sampled 2000 messages per
experiment to get an exact result of the reception time difibgraph the reception time drift, the
scheduled time of the messages was represented as-#hndsy and the reception time of the
messages wadefinedas the xaxis. Later, with the values of theaxis and the saxis, wecouldgraph
a graph illustrating the three experimental scenarios performed in this thesis.

7.3 Experimental setup
7.3.2 Scenario withnd without theTSN schedule

In the first scenario, the traffic is sent between the estdtions, and the switches do not have any
influence in this scenaridn the second scenario, the traffictiansmittedbetween the endstations

and the TSN switches are added to the network. ey, the TSN switches forward packets only
when their corresponding gates are opened. BuapyPython Module 24] was applied in the

Python scripts to enable the transmission of the periodic traffic through TSN. We had to determine
the window size so thprioritized packets could pass through and not allow several packets to
traverse together in one TAS windoWwo do this and find the exact window size, the time window for
ST was measured using the tiiglerror method. We needed to modify twice the siakthe TAS

cycle time in the switches in this experiment and choose either 1000000000 ns or 376900000 ns. This
is because the clock drifisfluencethe period, which causes it to vary all the time between those
values. The reason for trying this scenasito understand how partial synchronization affettte
ySig2N] Qa . lASOKFiQudlyfrienfiah&d, #previous authors abady performed the

second scenario [9]. This is carried out in this work to give the readers a better understaofiing
what we aim to solve in this thesis. For a better understanding of how the proper schedule was
performed on both switches, se&ppendix E: Configuration of the TSN Switclmeall experiments,

the traffic was sent when the erstations and the TSN swites had different perceptions of time as
we synchronized the enstations with NTP, and the TSN switches also had tiegion of time using
gPTP

Figure8 illustrates thebehaviourof the experimental networkefore implementinghe solution The
figure showswo legacy devices, one Talker and dustener communicatinghrough TSN switches
with one second periodThe TSNswitches share synchronizatigend the legacgnd-stationsare
synchronizd using NTPHowever, as shown in thHegure, there is no synchronization between TSN
switches and legaagnd-station. In this manner, as the messages transmitted by the Talker traverse
throughthe schedule of the TSN switches, the transmissionchénges from th@ne-second

schedule of the legagnd-stationto the one-secondschedule of the TSN switchdshis results in

the detection of drift by the Listener between the transmission of the TSN switches ateftey
end-stations schedule Thisis due to the period being adjusted by either increasing or decreasing it
by 5% compared to the scheduled period.
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‘ Talker | Listener

‘ Sending frames every second ‘ | Receiving frames every second

The Talker changes the sending pericd after The Listener receives the new pericd from

every 100 frames the Talker
Sending the frames 5 % eariler or later than Receiving the frames & % eariler or later than

the TSN schedule the TSN schedule

Figure8: The network blaviourbefore the solutionimplementation

7.3.3 Scenario with the solution

The third experiment is based amplementingthe proposed solutions irf] to prevent the clock

drift that occurs when sending traffic between the estdtions. The proposed solution consists of
measuring the detected clock drift between the esttions and the TSN switches and modifying the
TAS doedule to avoid thedverse effect®f partial synchronization. The solution proposed by the
authors can be implemented in several walpsthis thesis, we decided to implement the solution

using the CNC together with the D& the solution to function dectively. CNC is a device that

controls a whole network by, for example, reconfiguring the TSN networks. In this thesis, a simplified
version of the CNC was used with the function of automatically reconfiguring the period of the
switches to match the endtation transmission based on the saved configuration of the schedule.
The DD is a component with the function of detecting any deviations or drifts in the network, and it
can be implemented in several positions in the network. In a real network and apraetice, the

optimal dacefor the DD is in the TSN switches and compare the Talker transmission with the TSN
scheduleThis is because of not interfering with legacy systems and maintaining them unchanged,
just like in the previous system. Howevervascould notaccesghe TSN switches and were not

allowed to modify them in this thesis, we implemented the DD in the Listener slergipéad we
compared the transmission of the TSN switches with the Listener's schedule. However, whether you
have the DDn the Listener script or the TSN devices, it will provideetkectsolution to the clock

drift, as the position of the DD does not matter. Docker desktop has also been used in this scenario,
an application that is easy to install on PG,[2mong other things, to build and share containerized
applications and microsewés. Docker Desktop is the environment where the CNC was

implemented see Figured. The CNC in the Docker environment was implemented by a former PhD
student [5] but has been adjusted to fit this scenario. To understand how to install and set up the
Docke Desktop environment to run the solution, sé@pendix F Setting up Docker Desktop
environment
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Figure9: The CN8ontainercreated inthe DockerDesktop

FigurelOillustrates the implementation of the solution in the partially synchronized netwbok.

implement the proposed solutions in [9], we decided to apply their solutions to the TSN switches

without modifying thelegacyend-stations as shownn Figured. Thisfigure exhibits similarity to the
previousFigure8, as we also havia this figureone Talker and one Listener communicatihgpugh
TSN switches witbne secondperiod. However, in this network, we adddde DDto the Listener
end-station, with the function ofdetecting the variation betweethe reception of the enebtation
(i.e., the transmission of the TSN switchasiithe schedule of the endtation. TheDDperformsthis
by sampling the traffic by packet sniffing with Scapyg checking if the slope value is withine
predefined range ta@onsiderwhetherthe drift is stableor not; seethe Listenercodein Appendix B
The codes for experiment 3 (Listener.py and TalkeAfter the DD detects the variation between
the expected and actual reception of the messages, it sends the value vhtlation to theCNC
The CNC is responsible for updating tiedwork and implements amutomatic reconfiguration
method to update the configuration of the TSkhedule accordintp the drift valuemeasuredoy
the DO see Appendix GConfig.jsonThe solution is deployed within the systesncethe required
processes have been completeék a result, the schedule of the esthtion and the TSN switches
will share the same period, and the network will experience less d@iofinform theCNC about the
drift value detected, one connection was establishetween the DD and the CN&&e Appendix C
The code to the cnc.pfnexamplewill be providedin the next sectiorillustratinghow the clockdrift
affects the partially synchronized netwoand how thesolution with theCNC and DBolvesthis
issue
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FigurelO: The network bbaviourafter addingthe solutionimplementation

InHgure 11, we can see that initially, the Listener receives messages without drift. However, when
the new period is appliedhe messagediffer from the one-secondschedule The DD detects the
variationbetween the schedulandrecepion of the messages and sends this information to the
CNCAfter the CNC updates the period, the drift begins to reduce as the TSN switches adjust their

transmissiorperiod to match the periodicity of the legacy erstiations.
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network.

Figue 11: illustrates asimpleexampleexpaining before andfter the solutionimplementation
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The authors proposed solutions [9], includng adjusting the network's period to ensure all devices
share the same perigave implementedone solutionby combiningheir solutionusingthe CNGind

the DD. However, the implementation of the solution performed by the authors had dassues.

¢ KS | dzi K2 NQ& A Y Ldoriecthybnyplérheiitddzbgtauselth@y latked in their study the
tools and resources necessary to carry out a functional implementation that could benefit others, like
O2YLI yASad LYy GKS LINBOAZ2dza | dzi K2 NDa -statbBsdnfa 2 T (0 K S
way that they were not designed by changing the application behaviour, to solve the varying clock
drift in the network. Changing the application behaviour can, in some cases, cause a system to fail if
the application is critical to the operation, as ifds the endstation in our case. Apart from not

meeting their time requirements du® their modificationsin the endstations these modifications

may not be applicable due to hardware limitations. Due to these characterigtecidustrycamot
benefitandadopt it K S | dizipl&nfehtadién

We believe applying the DD together with the CNC is the best method to implement those
modifications to reduce thelack drift in the networkln other words, the CNC and the DD perform

this process automatically without interfering with the legacy etations. Another benefit of
implementing the solution with CNC is that instead of manually configuringAt8vindow, the CNC
performs this automaticallgpnd applies the new configuration the entire network. Companies or
researchers can also benefit from the implementation proposed in this work, as it provides
environmental benefits, as thiegacy devices used the previous systernan be reused even if the
network subsystem has been changédthis way, previous configurations and work saved on these
devices can be reused, saving time and resoutdes/ever, the problem with clock drift can be

solved in seved ways, such as by adding an extra synchronization protocol to synchronize the TSN
switches with the legacy systems. But this would require adding a new protocol to all new and old
RSOAOSa Ay (KS ySio2N] I 6KAOK diffing6rinterfedpwith 6t S 0 SC
the legacy devices. It is also considered to be tiamg resourceconsuming. This scenario was built

the same way as the second experiment, with the same switch schedule and the addition of the CNC
on a computer running a Linwperating system
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8.Results

In this paragraph, we present two graphs as the conclusions of the three experimental scenarios
carried out in this thesis. The graphs presented in this section are the receiver nodes, showing how
the different experiments performed affect the partiallyngyronized network. The results of all

three scenarios are presented in one graph, using three different colours to represent each
experiment. The gregolourpresents the results from the scenario without the TSN schedule.
Meanwhile, the orangeolour represents the results from the scenario with the TSN schedule. Lastly,
the blue colour represents the results from the solution scenario. However, in this section, we
present two graphs, as one is focused on showing the positive reception time drift wiithér is
focused on thenegatiwe reception time drift.We presentboth negative and positive reception time

drift as theyimpact the partially synchronized network differenthspreviously mentioned in this

work.

Results from the experiments
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Figure 3: We can see the graph of the Listener node showing the results of the scenarios previously
mentioned in three trendlines. Theakis ofthe graph fiows the scheduled time (ST), and thaxis
showsthe reception time (RT)f each framen second. Thegragh shows thatthe expectedtime

matches the reception time when the resulting graph is linear and has a slope of one. The schedule
time matching thereception time indicates no drift in the network, as the messages atrixeen

they were scheduled. Otherwise, if the graph is not linear arghbalope of one, it indicates that

the messages sent between the eathtions differ, and the graph can exhibit other slopes and curve
functions. We can see that the blue and grey lines match the scheduled time with the reception of
the messages, as the slopalue is one in both lines. However, the orange line differs from the
previous lines and does not fit the schedule. The grey line is linear because the scenario without the
TSN schedule is the baseline experiment, and the traffic is sent between twoayizell legacy
end-stations using NTP. However, the opposite scenario is applicable for the orange line because the
network experienceglock drifts in this scenario due to legacy estdtions and TSN devices not

sharing the same time domain. Adding TSMides to the legacy network generates many bengefits
such as reducing jitter; however, it also introduces clock drift in the partially synchronized network.
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Therefore, the orange line shows the variation between the schedule and the actual reception of the
messages and differs from the other lines. The graph also illustrates thinsan curves below the

other lines because the lack of synchronization results in negative drifblliedine represents the
solution implemented to reduce the clock drift@aring in the partially synchronized netwoihue

to the implementation othe solutionusing theCNCand DDto reschedulethe switches the network
experiences less drift. The solution solves the problem of the transmission not fitting with the
schedulewhich generates the blue linear line

Figurell: The graph of th&istener noddpositivedrift)

Figurell: This graph is similar to Figut® sinceit shows three trendlinesThe previous graph

showed thelListenemodeexperiencingiegative drift. Meanwhile, thigraphshowsthe Listener
node experiencingoositive drift. Thisgraphillustratesa nonlinear curve above the other lines
insteadbecause the reception time drifesultsin positivedrift.
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