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New technologies present opportunities and challenges for industries. One 
major challenge is the ease, or even feasibility, of its adoption. The Time-
Sensitive Networking (TSN) standards offer a range of features relevant to 
various applications and are key for the transition to Industry 4.0. These features 
include deterministic zero-jitter, low-latency data transmission, transmission 
of traffic with various levels of time-criticality on the same network, fault 
tolerance mechanisms, and advanced network management allowing dynamic 
reconfiguration.

This thesis aims to develop tools and mechanisms that enable the industry to 
adopt TSN easily and efficiently. Specifically, we facilitate the migration of legacy 
networks to TSN, enabling the preservation of most of the legacy networks and 
solutions while reducing costs and adoption time. Firstly, we introduce LETRA 
(Legacy Ethernet-based Traffic Mapping Tool), a tool for mapping Ethernet-based 
legacy traffic to the new TSN traffic classes. Secondly, we develop HERMES 
(Heuristic Multi-queue Scheduler), a heuristic Time-Triggered (TT) traffic 
scheduler that can meet the characteristics of legacy networks and provide 
quick results suitable for reconfiguration. Thirdly, we develop TALESS (TSN 
with Legacy End-Stations Synchronization), a mechanism to avoid adverse 
consequences caused by the lack of synchronization between legacy networks 
and TSN. Finally, we improve the Stream Reservation Protocol (SRP) to enhance 
Audio-Video Bridging (AVB) traffic configuration in terms of termination and 
consistency.
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Abstract

New technologies present opportunities and challenges for industries. One
major challenge is the ease, or even feasibility, of its adoption. The Time-
Sensitive Networking (TSN) standards offer a range of features relevant to
various applications and are key for the transition to Industry 4.0. These fea-
tures include deterministic zero-jitter, low-latency data transmission, transmis-
sion of traffic with various levels of time-criticality on the same network, fault
tolerance mechanisms, and advanced network management allowing dynamic
reconfiguration.

This thesis aims to develop tools and mechanisms that enable the industry
to adopt TSN easily and efficiently. Specifically, we facilitate the migration of
legacy networks to TSN, enabling the preservation of most of the legacy net-
works and solutions while reducing costs and adoption time. Firstly, we intro-
duce LETRA (Legacy Ethernet-based Traffic Mapping Tool), a tool for map-
ping Ethernet-based legacy traffic to the new TSN traffic classes. Secondly,
we develop HERMES (Heuristic Multi-queue Scheduler), a heuristic Time-
Triggered (TT) traffic scheduler that can meet the characteristics of legacy
networks and provide quick results suitable for reconfiguration. Thirdly, we
develop TALESS (TSN with Legacy End-Stations Synchronization), a mecha-
nism to avoid adverse consequences caused by the lack of synchronization be-
tween legacy networks and TSN. Finally, we improve the Stream Reservation
Protocol (SRP) to enhance Audio-Video Bridging (AVB) traffic configuration
in terms of termination and consistency.
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Sammanfattning

Uppfinningen av ångmaskinen i slutet av 1700-talet markerade början på en
kontinuerlig och snabb process av automatisering och förbättring inom indus-
trin, som tog ytterligare fart i och med införandet av datorstyrda maskiner
och robotik i mitten av 1900-talet. Moderna fabriker och deras produkter är
beroende av hundratals specialiserade processorer, inklusive sensorer, ställ-
don och styrenheter, som samarbetar för att utföra uppgifter och tillhandahålla
tjänster. Dessa processorer är beroende av kommunikations-subsystem för att
samordna och dela resurser. Dessa system, som vanligtvis kallas distribuerade
system, omger oss och används av de flesta människor hela tiden. Exempel
på distribuerade system finns i en mängd olika exempel, från moderna bilar
till fabriker som producerar olika varor. I en bil finns det till exempel många
olika sensorer och ställdon som hastighetsmätare, positionssensorer, bränslein-
sprutare och tändspolar, som alla arbetar tillsammans för att se till att bilen
fungerar säkert och effektivt, medan det i fabriker används robotarmar, trans-
portband och andra anordningar för att automatisera produktionsprocessen och
öka effektiviteten.

Den snabba utvecklingen av tekniken kan dock göra det svårt för företag att
hålla jämna steg med de senaste verktygen och systemen, eftersom kostnaden
för att införa tekniken kanske inte är kostnadseffektiv, inte bara på grund av
att tekniken måste förvärvas, utan också på grund av de förändringar som in-
förandet kräver i andra system som samarbetar. Till exempel skulle införandet
av ett nytt kommunikations-subsystem kräva att alla enheter som använder det
anpassas. Dessutom kräver uppgraderingen till nyare teknik ofta betydande
resurser, inte bara ekonomiska utan även naturresurser. Detta kan leda till ökat
avfall och ökade koldioxidutsläpp, vilket utgör en risk för miljön. Dessutom
kan följderna av teknikuppgraderingar, till exempel bortskaffande av föråldrad
utrustning och produktion av e-avfall, ha ytterligare miljöpåverkan.

I den här avhandlingen fokuserar vi på Time Sensitive Networking (TSN),
en ny kommunikationsstandard med betydande fördelar för den framväxande
tekniken. Även om TSN-tekniken ger många fördelar, bland annat högre kom-
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x

munikationshastighet och lägre latenstider, saknar många nuvarande indus-
trisystem mjuk- och hårdvarukraven för att stödja denna teknik. Målet med
vår forskning är därför tvåfaldigt: för det första att förbättra TSN’s mekanis-
mer för att göra den mer attraktiv för industrin och för det andra att utveckla
verktyg som möjliggör en sömlös migration och integration av äldre system
till TSN, så att slutstationerna kan utnyttja fördelarna med TSN utan att be-
höva byta ut eller uppgradera större delen av systemet. Detta tillvägagångssätt
sparar värdefull tid och resurser och minskar det avfall som uppstår under pro-
cessen.

x

munikationshastighet och lägre latenstider, saknar många nuvarande indus-
trisystem mjuk- och hårdvarukraven för att stödja denna teknik. Målet med
vår forskning är därför tvåfaldigt: för det första att förbättra TSN’s mekanis-
mer för att göra den mer attraktiv för industrin och för det andra att utveckla
verktyg som möjliggör en sömlös migration och integration av äldre system
till TSN, så att slutstationerna kan utnyttja fördelarna med TSN utan att be-
höva byta ut eller uppgradera större delen av systemet. Detta tillvägagångssätt
sparar värdefull tid och resurser och minskar det avfall som uppstår under pro-
cessen.

10



List of Publications

Papers included in this thesis1

Paper A: Daniel Bujosa, Mohammad Ashjaei, Alessandro V. Papadopoulos,
Julián Proenza, Thomas Nolte. “LETRA: Mapping Legacy Ethernet-Based
Traffic into TSN Traffic Classes.” In the 26th IEEE International Conference
on Emerging Technologies and Factory Automation (ETFA 2021).

Paper B: Daniel Bujosa, Mohammad Ashjaei, Alessandro V. Papadopoulos,
Julián Proenza, Thomas Nolte. “HERMES: Heuristic Multi-queue Scheduler
for TSN Time-Triggered Traffic with Zero Reception Jitter Capabilities.” In
Proceedings of the 30th International Conference on Real-Time Networks and
Systems (RTNS 2022).

Paper C: Daniel Bujosa, Daniel Hallmans, Mohammad Ashjaei, Alessandro
V. Papadopoulos, Julián Proenza, Thomas Nolte. “Clock Synchronization in
Integrated TSN-EtherCAT Networks.” In the 25th IEEE International Confer-
ence on Emerging Technologies and Factory Automation (ETFA 2020).

Paper D: Daniel Bujosa, Mohammad Ashjaei, Alessandro V. Papadopoulos,
Julián Proenza, Thomas Nolte. “Improved Clock Synchronization in TSN
Networks with Legacy End-Stations.” Technical report at Mälardalen
University, Sweden, pending for submission to a journal.

Paper E: Daniel Bujosa, Inés Álvarez, Julián Proenza. “CSRP: An Enhanced
Protocol for Consistent Reservation of Resources in AVB/TSN.” In the IEEE
Transactions on Industrial Informatics 17 (TII 2020).

1The included papers have been reformatted to comply with the thesis layout.

xi

List of Publications

Papers included in this thesis1

Paper A: Daniel Bujosa, Mohammad Ashjaei, Alessandro V. Papadopoulos,
Julián Proenza, Thomas Nolte. “LETRA: Mapping Legacy Ethernet-Based
Traffic into TSN Traffic Classes.” In the 26th IEEE International Conference
on Emerging Technologies and Factory Automation (ETFA 2021).

Paper B: Daniel Bujosa, Mohammad Ashjaei, Alessandro V. Papadopoulos,
Julián Proenza, Thomas Nolte. “HERMES: Heuristic Multi-queue Scheduler
for TSN Time-Triggered Traffic with Zero Reception Jitter Capabilities.” In
Proceedings of the 30th International Conference on Real-Time Networks and
Systems (RTNS 2022).

Paper C: Daniel Bujosa, Daniel Hallmans, Mohammad Ashjaei, Alessandro
V. Papadopoulos, Julián Proenza, Thomas Nolte. “Clock Synchronization in
Integrated TSN-EtherCAT Networks.” In the 25th IEEE International Confer-
ence on Emerging Technologies and Factory Automation (ETFA 2020).

Paper D: Daniel Bujosa, Mohammad Ashjaei, Alessandro V. Papadopoulos,
Julián Proenza, Thomas Nolte. “Improved Clock Synchronization in TSN
Networks with Legacy End-Stations.” Technical report at Mälardalen
University, Sweden, pending for submission to a journal.

Paper E: Daniel Bujosa, Inés Álvarez, Julián Proenza. “CSRP: An Enhanced
Protocol for Consistent Reservation of Resources in AVB/TSN.” In the IEEE
Transactions on Industrial Informatics 17 (TII 2020).

1The included papers have been reformatted to comply with the thesis layout.

xi

11



xii

Other Relevant publications2

Paper F: Inés Álvarez, Luis Moutinho, Paulo Pedreiras, Daniel Bujosa, Julián
Proenza, Luis Almeida. “Comparing admission control architectures for real-
time Ethernet.” In the IEEE Access, 2020, vol. 8.

Paper G: Daniel Bujosa, Mohammad Ashjaei, Alessandro V. Papadopoulos,
Julián Proenza, Thomas Nolte. “Work-in-Progress: The Effects of Clock Syn-
chronization in TSN Networks with Legacy End-Stations.” In the 27th IEEE
International Conference on Emerging Technologies and Factory Automation
(ETFA 2022).

2Not included in this thesis.

xii

Other Relevant publications2

Paper F: Inés Álvarez, Luis Moutinho, Paulo Pedreiras, Daniel Bujosa, Julián
Proenza, Luis Almeida. “Comparing admission control architectures for real-
time Ethernet.” In the IEEE Access, 2020, vol. 8.

Paper G: Daniel Bujosa, Mohammad Ashjaei, Alessandro V. Papadopoulos,
Julián Proenza, Thomas Nolte. “Work-in-Progress: The Effects of Clock Syn-
chronization in TSN Networks with Legacy End-Stations.” In the 27th IEEE
International Conference on Emerging Technologies and Factory Automation
(ETFA 2022).

2Not included in this thesis.

12



Contents

I Thesis 1

1 Introduction 3

2 Background 7
2.1 TSN traffic classes . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 Time-Triggered Traffic . . . . . . . . . . . . . . . . . 8
2.1.2 Audio-Video Bridging Traffic . . . . . . . . . . . . . 9
2.1.3 Best-Effort traffic . . . . . . . . . . . . . . . . . . . . 10

2.2 TSN Clock Synchronization . . . . . . . . . . . . . . . . . . 11
2.2.1 BMCA . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 PDM . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.3 TTI . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Stream Reservation Protocol . . . . . . . . . . . . . . . . . . 14

3 Problem Formulation 17
3.1 Legacy Ethernet-based Traffic Mapping . . . . . . . . . . . . 18
3.2 TT Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Legacy Networks Synchronization . . . . . . . . . . . . . . . 19
3.4 Distributed SRP . . . . . . . . . . . . . . . . . . . . . . . . . 19

4 State of the Art Review 21
4.1 Mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.2 Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3 Synchronization . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.4 AVB SRP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

5 Research Methodology 25

6 Thesis Goals and Contributions 29
6.1 Research Gaps and Industry Needs . . . . . . . . . . . . . . . 29

xiii

Contents

I Thesis 1

1 Introduction 3

2 Background 7
2.1 TSN traffic classes . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 Time-Triggered Traffic . . . . . . . . . . . . . . . . . 8
2.1.2 Audio-Video Bridging Traffic . . . . . . . . . . . . . 9
2.1.3 Best-Effort traffic . . . . . . . . . . . . . . . . . . . . 10

2.2 TSN Clock Synchronization . . . . . . . . . . . . . . . . . . 11
2.2.1 BMCA . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 PDM . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.3 TTI . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Stream Reservation Protocol . . . . . . . . . . . . . . . . . . 14

3 Problem Formulation 17
3.1 Legacy Ethernet-based Traffic Mapping . . . . . . . . . . . . 18
3.2 TT Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Legacy Networks Synchronization . . . . . . . . . . . . . . . 19
3.4 Distributed SRP . . . . . . . . . . . . . . . . . . . . . . . . . 19

4 State of the Art Review 21
4.1 Mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.2 Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3 Synchronization . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.4 AVB SRP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

5 Research Methodology 25

6 Thesis Goals and Contributions 29
6.1 Research Gaps and Industry Needs . . . . . . . . . . . . . . . 29

xiii

13



xiv Contents

6.2 Research Goals . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.3 Research Contributions . . . . . . . . . . . . . . . . . . . . . 31
6.4 Included Papers . . . . . . . . . . . . . . . . . . . . . . . . . 33

6.4.1 Paper A . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.4.2 Paper B . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.4.3 Paper C . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.4.4 Paper D . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.4.5 Paper E . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.4.6 Mapping the Included Papers with the Research Con-

tributions . . . . . . . . . . . . . . . . . . . . . . . . 37

7 Summary and Future Work 39
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

xiv Contents

6.2 Research Goals . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.3 Research Contributions . . . . . . . . . . . . . . . . . . . . . 31
6.4 Included Papers . . . . . . . . . . . . . . . . . . . . . . . . . 33

6.4.1 Paper A . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.4.2 Paper B . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.4.3 Paper C . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.4.4 Paper D . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.4.5 Paper E . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.4.6 Mapping the Included Papers with the Research Con-

tributions . . . . . . . . . . . . . . . . . . . . . . . . 37

7 Summary and Future Work 39
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

14



Contents xv

II Included Papers 48

8 Paper A
LETRA: Mapping Legacy Ethernet-Based Traffic into TSN Traffic
Classes. 51
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
8.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . 55
8.3 Legacy Ethernet-based traffic model . . . . . . . . . . . . . . 55
8.4 TSN traffic characteristics . . . . . . . . . . . . . . . . . . . 56

8.4.1 ST traffic class . . . . . . . . . . . . . . . . . . . . . 57
8.4.2 AVB traffic class . . . . . . . . . . . . . . . . . . . . 58
8.4.3 BE traffic class . . . . . . . . . . . . . . . . . . . . . 58

8.5 Proposed traffic mapping methodology . . . . . . . . . . . . . 58
8.5.1 Mapping to the ST traffic class . . . . . . . . . . . . . 59
8.5.2 Mapping to the AVB traffic class . . . . . . . . . . . . 59
8.5.3 Mapping to the BE traffic class . . . . . . . . . . . . . 60
8.5.4 Resulting truth table . . . . . . . . . . . . . . . . . . 60
8.5.5 Evaluation tool . . . . . . . . . . . . . . . . . . . . . 60

8.6 Experiments and results . . . . . . . . . . . . . . . . . . . . . 62
8.6.1 Experimental setup . . . . . . . . . . . . . . . . . . . 62
8.6.2 Results of the single-switch network . . . . . . . . . . 64
8.6.3 Results of the three-switch network . . . . . . . . . . 67

8.7 Conclusions and Future Work . . . . . . . . . . . . . . . . . . 69

9 Paper B
HERMES: Heuristic Multi-queue Scheduler for TSN
Time-Triggered Traffic with Zero Reception Jitter Capabilities. 75
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
9.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 78
9.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

9.3.1 Time-Triggered Traffic . . . . . . . . . . . . . . . . . 80
9.3.2 AVB and BE Traffic . . . . . . . . . . . . . . . . . . 83

9.4 Proposed scheduling algorithm . . . . . . . . . . . . . . . . . 84
9.4.1 System Model . . . . . . . . . . . . . . . . . . . . . 85
9.4.2 HERMES . . . . . . . . . . . . . . . . . . . . . . . . 86

9.5 Evaluation of HERMES . . . . . . . . . . . . . . . . . . . . . 92
9.5.1 Experimental setup . . . . . . . . . . . . . . . . . . . 92
9.5.2 Results of the scheduling time . . . . . . . . . . . . . 95
9.5.3 Results of the schedulability . . . . . . . . . . . . . . 98

9.6 Conclusion and Future Work . . . . . . . . . . . . . . . . . . 101

Contents xv

II Included Papers 48

8 Paper A
LETRA: Mapping Legacy Ethernet-Based Traffic into TSN Traffic
Classes. 51
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
8.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . 55
8.3 Legacy Ethernet-based traffic model . . . . . . . . . . . . . . 55
8.4 TSN traffic characteristics . . . . . . . . . . . . . . . . . . . 56

8.4.1 ST traffic class . . . . . . . . . . . . . . . . . . . . . 57
8.4.2 AVB traffic class . . . . . . . . . . . . . . . . . . . . 58
8.4.3 BE traffic class . . . . . . . . . . . . . . . . . . . . . 58

8.5 Proposed traffic mapping methodology . . . . . . . . . . . . . 58
8.5.1 Mapping to the ST traffic class . . . . . . . . . . . . . 59
8.5.2 Mapping to the AVB traffic class . . . . . . . . . . . . 59
8.5.3 Mapping to the BE traffic class . . . . . . . . . . . . . 60
8.5.4 Resulting truth table . . . . . . . . . . . . . . . . . . 60
8.5.5 Evaluation tool . . . . . . . . . . . . . . . . . . . . . 60

8.6 Experiments and results . . . . . . . . . . . . . . . . . . . . . 62
8.6.1 Experimental setup . . . . . . . . . . . . . . . . . . . 62
8.6.2 Results of the single-switch network . . . . . . . . . . 64
8.6.3 Results of the three-switch network . . . . . . . . . . 67

8.7 Conclusions and Future Work . . . . . . . . . . . . . . . . . . 69

9 Paper B
HERMES: Heuristic Multi-queue Scheduler for TSN
Time-Triggered Traffic with Zero Reception Jitter Capabilities. 75
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
9.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 78
9.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

9.3.1 Time-Triggered Traffic . . . . . . . . . . . . . . . . . 80
9.3.2 AVB and BE Traffic . . . . . . . . . . . . . . . . . . 83

9.4 Proposed scheduling algorithm . . . . . . . . . . . . . . . . . 84
9.4.1 System Model . . . . . . . . . . . . . . . . . . . . . 85
9.4.2 HERMES . . . . . . . . . . . . . . . . . . . . . . . . 86

9.5 Evaluation of HERMES . . . . . . . . . . . . . . . . . . . . . 92
9.5.1 Experimental setup . . . . . . . . . . . . . . . . . . . 92
9.5.2 Results of the scheduling time . . . . . . . . . . . . . 95
9.5.3 Results of the schedulability . . . . . . . . . . . . . . 98

9.6 Conclusion and Future Work . . . . . . . . . . . . . . . . . . 101

15



xvi Contents

10 Paper C
Clock Synchronization in Integrated TSN-EtherCAT Networks. 105
10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
10.2 Basics of Clock Synchronization Protocols . . . . . . . . . . . 108

10.2.1 EtherCAT Clock Synchronization . . . . . . . . . . . 108
10.2.2 TSN Clock Synchronization . . . . . . . . . . . . . . 110

10.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 113
10.4 Problem Description . . . . . . . . . . . . . . . . . . . . . . 114
10.5 Proposed Solution . . . . . . . . . . . . . . . . . . . . . . . . 117

10.5.1 Design . . . . . . . . . . . . . . . . . . . . . . . . . 117
10.5.2 Implementation . . . . . . . . . . . . . . . . . . . . . 118

10.6 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
10.6.1 UPPAAL concepts . . . . . . . . . . . . . . . . . . . 119
10.6.2 UPPAAL models . . . . . . . . . . . . . . . . . . . . 120
10.6.3 UPPAAL queries . . . . . . . . . . . . . . . . . . . . 122
10.6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . 122

10.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

11 Paper D
Improved Clock Synchronization in TSN Networks with Legacy
End-Stations. 127
11.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
11.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 131
11.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

11.3.1 Time Aware Shaper . . . . . . . . . . . . . . . . . . . 132
11.3.2 Generalized Precision Time Protocol . . . . . . . . . 134
11.3.3 Centralized Network Configuration element . . . . . . 134

11.4 Problem statement . . . . . . . . . . . . . . . . . . . . . . . 135
11.5 TALESS: TSN with Legacy End-Stations Synchronization . . 137
11.6 TALESS Validation Setup . . . . . . . . . . . . . . . . . . . 140

11.6.1 Simulation Model . . . . . . . . . . . . . . . . . . . 140
11.6.2 Experimental Setup . . . . . . . . . . . . . . . . . . . 141

11.7 Simulation and experimental results . . . . . . . . . . . . . . 142
11.7.1 Simulation Model Results . . . . . . . . . . . . . . . 143
11.7.2 Real Network Implementation Results . . . . . . . . . 144
11.7.3 Comparison Results . . . . . . . . . . . . . . . . . . 146

11.8 Conclusions and Future work . . . . . . . . . . . . . . . . . . 146

xvi Contents

10 Paper C
Clock Synchronization in Integrated TSN-EtherCAT Networks. 105
10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
10.2 Basics of Clock Synchronization Protocols . . . . . . . . . . . 108

10.2.1 EtherCAT Clock Synchronization . . . . . . . . . . . 108
10.2.2 TSN Clock Synchronization . . . . . . . . . . . . . . 110

10.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 113
10.4 Problem Description . . . . . . . . . . . . . . . . . . . . . . 114
10.5 Proposed Solution . . . . . . . . . . . . . . . . . . . . . . . . 117

10.5.1 Design . . . . . . . . . . . . . . . . . . . . . . . . . 117
10.5.2 Implementation . . . . . . . . . . . . . . . . . . . . . 118

10.6 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
10.6.1 UPPAAL concepts . . . . . . . . . . . . . . . . . . . 119
10.6.2 UPPAAL models . . . . . . . . . . . . . . . . . . . . 120
10.6.3 UPPAAL queries . . . . . . . . . . . . . . . . . . . . 122
10.6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . 122

10.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

11 Paper D
Improved Clock Synchronization in TSN Networks with Legacy
End-Stations. 127
11.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
11.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 131
11.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

11.3.1 Time Aware Shaper . . . . . . . . . . . . . . . . . . . 132
11.3.2 Generalized Precision Time Protocol . . . . . . . . . 134
11.3.3 Centralized Network Configuration element . . . . . . 134

11.4 Problem statement . . . . . . . . . . . . . . . . . . . . . . . 135
11.5 TALESS: TSN with Legacy End-Stations Synchronization . . 137
11.6 TALESS Validation Setup . . . . . . . . . . . . . . . . . . . 140

11.6.1 Simulation Model . . . . . . . . . . . . . . . . . . . 140
11.6.2 Experimental Setup . . . . . . . . . . . . . . . . . . . 141

11.7 Simulation and experimental results . . . . . . . . . . . . . . 142
11.7.1 Simulation Model Results . . . . . . . . . . . . . . . 143
11.7.2 Real Network Implementation Results . . . . . . . . . 144
11.7.3 Comparison Results . . . . . . . . . . . . . . . . . . 146

11.8 Conclusions and Future work . . . . . . . . . . . . . . . . . . 146

16



Contents xvii

12 Paper E
CSRP: An Enhanced Protocol for Consistent Reservation of Re-
sources in AVB/TSN. 151
12.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
12.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 155
12.3 SRP Overview . . . . . . . . . . . . . . . . . . . . . . . . . . 156
12.4 SRP Uppaal Model . . . . . . . . . . . . . . . . . . . . . . . 159
12.5 Evaluation of the Termination of SRP . . . . . . . . . . . . . 162

12.5.1 Termination at the Application Level . . . . . . . . . 163
12.5.2 Termination at the Infrastructure Level . . . . . . . . . 164

12.6 Evaluation of the Consistency of SRP . . . . . . . . . . . . . 165
12.6.1 Consistency at the Application Level . . . . . . . . . 166
12.6.2 Consistency at the Infrastructure Level . . . . . . . . . 167

12.7 CSRP Description . . . . . . . . . . . . . . . . . . . . . . . . 168
12.8 CSRP Uppaal Model . . . . . . . . . . . . . . . . . . . . . . 171
12.9 Evaluation of the Termination of CSRP . . . . . . . . . . . . 172

12.9.1 Termination at the Application Level . . . . . . . . . 172
12.9.2 Termination at the Infrastructure Level . . . . . . . . . 172

12.10Evaluation of the Consistency of CSRP . . . . . . . . . . . . 173
12.10.1 Consistency at the Application Level . . . . . . . . . 173
12.10.2 Consistency at the Infrastructure Level . . . . . . . . . 174

12.11Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

Contents xvii

12 Paper E
CSRP: An Enhanced Protocol for Consistent Reservation of Re-
sources in AVB/TSN. 151
12.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
12.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 155
12.3 SRP Overview . . . . . . . . . . . . . . . . . . . . . . . . . . 156
12.4 SRP Uppaal Model . . . . . . . . . . . . . . . . . . . . . . . 159
12.5 Evaluation of the Termination of SRP . . . . . . . . . . . . . 162

12.5.1 Termination at the Application Level . . . . . . . . . 163
12.5.2 Termination at the Infrastructure Level . . . . . . . . . 164

12.6 Evaluation of the Consistency of SRP . . . . . . . . . . . . . 165
12.6.1 Consistency at the Application Level . . . . . . . . . 166
12.6.2 Consistency at the Infrastructure Level . . . . . . . . . 167

12.7 CSRP Description . . . . . . . . . . . . . . . . . . . . . . . . 168
12.8 CSRP Uppaal Model . . . . . . . . . . . . . . . . . . . . . . 171
12.9 Evaluation of the Termination of CSRP . . . . . . . . . . . . 172

12.9.1 Termination at the Application Level . . . . . . . . . 172
12.9.2 Termination at the Infrastructure Level . . . . . . . . . 172

12.10Evaluation of the Consistency of CSRP . . . . . . . . . . . . 173
12.10.1 Consistency at the Application Level . . . . . . . . . 173
12.10.2 Consistency at the Infrastructure Level . . . . . . . . . 174

12.11Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

17



18



I

Thesis

1

I

Thesis

1

19



20



Chapter 1

Introduction

The emergence of novel technologies presents potential solutions and enhance-
ments to industries that can confer a competitive edge by minimizing costs,
improving products, or promoting environmental sustainability. By leverag-
ing such technologies, businesses can increase performance, optimize resource
utilization, and reduce harmful emissions. Nevertheless, embracing these op-
portunities is not without obstacles. The challenges often stem from the prac-
ticality and feasibility of integrating the new technologies into the industry.

Time-Sensitive Networking (TSN) is a new technology that has the poten-
tial to reshape industrial communications and facilitate the transition to Indus-
try 4.0. The development of TSN can be traced back to the creation of the IEEE
Audio-Video Bridging (AVB) Task Group (TG) in 2005. This group focused
on adding real-time capabilities to Ethernet for audio and video streaming. The
AVB TG developed three projects: IEEE Std 802.1AS [5] for clock synchro-
nization, IEEE Std 802.1Qav [1] for Credit-Based Shaping (CBS), and IEEE
Std 802.1Qat [2] for the Stream Reservation Protocol (SRP). To ensure mini-
mum Quality of Service (QoS) when using the aforementioned standards, the
AVB TG also created a set of rules called IEEE Std 802.1BA-2011: Audio
Video Bridging Systems [3]. Together, these standards are known as the AVB
standards.

As interest in AVB technology grew beyond audio and video streaming, the
AVB TG was renamed to TSN TG in 20121. The TSN standards are an expan-
sion of the AVB standards to meet the needs of additional applications, such
as automotive[49], automation[59], and energy distribution[48]. TSN offers
a variety of compelling features, including support for mixed hard and soft
real-time communications, flexibility of traffic requirements, and fault toler-
ance mechanisms. These features enable TSN to provide new solutions within

1https://1.ieee802.org/tsn/
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modern industrial systems, such as increased bandwidth, improved real-time
behavior, improved fault tolerance, and even the integration of multiple legacy
networks into a single TSN network.

However, most Ethernet-based communication networks nowadays utilize
a variety of devices and protocols that cannot be seamlessly integrated with
TSN. Additionally, due to hardware limitations, several of these networks
would not be able to support TSN integration. Therefore, the adoption of TSN
by the industry requires significant investments in both software and hardware
upgrades. Such modifications often result in time and resource costs that may
not be cost-effective. Furthermore, the upgrade process leads to the generation
of a substantial amount of technology waste, consisting of relatively good-
condition equipment that could have been reused.

In this work, our objective is to develop tools and mechanisms to facilitate
the migration and integration of legacy networks with TSN. This integration
can be done in different ways, such as through the use of gateways. How-
ever, this would not allow the legacy networks to take advantage of other TSN
features such as higher bandwidth or low jitter. Thus, we propose to directly
replace the communication subsystem of the legacy network, i.e., all devices
exclusively responsible for communication (excluding the end-stations), with
TSN. This integration technique ensures that legacy end-stations can keep their
communication behavior and protocols, agnostic of the change, leading to im-
proved integration of various legacy networks and enabling them to leverage
the advantages of TSN potential features.

In order to achieve the desired migration and integration of legacy net-
works with TSN, several challenges should be tackled. Firstly, legacy traf-
fic needs to be identified and defined accurately. Secondly, the legacy traffic
should be mapped into the different TSN traffic types, based on its specific re-
quirements. Finally, the traffic mapped as TSN TT traffic should be scheduled
accordingly. Furthermore, if scheduling is required, it is necessary to have a
global view of time, and thus proper synchronization between the legacy net-
work and TSN must be ensured.

In this thesis we address the above challenges by proposing novel and ef-
ficient solutions. Firstly, we identify Ethernet-based trafic parameters relevant
for mapping legacy traffic into TSN. Secondly, we propose a mapping algo-
rithm that can efficiently map Ethernet-based traffic into TSN trafic classes
by taking into account their timing requirements. Finally, we develop a TT
traffic scheduling algorithm that conforms to the requirements of legacy net-
works and a synchronization mechanism that enables the communication of
legacy scheduled traffic even when the legacy end-stations and TSN are not
synchronized.
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Chapter 1. Introduction 5

Outline. The Licentiate thesis is organized as follows. Chapter 2 pro-
vides the necessary background for the understanding of this work. Chapter 3
presents the problems identified and addressed in the thesis. Chapter 4 presents
the related work. Chapter 5 describes the research method used in the work.
Chapter 6 lists the challenges and contributions covered in this thesis and, fi-
nally, Chapter 7 concludes the paper and presents future directions.
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Chapter 2

Background

This chapter summarizes the main mechanisms involved in the work and the
background necessary to facilitate its understanding.

2.1 TSN traffic classes

TSN end-stations communicate by transmitting Ethernet frames through
routes consisting of links and TSN switches. TSN end-stations and switches
are nodes that support clock synchronization and traffic shaping. TSN devices
feature output ports that support up to eight First-In-First-Out (FIFO) queues,
each associated with a specific priority level. TSN supports three traffic
classes: Time-Triggered (TT) traffic, Audio-Video Bridging (AVB) traffic,
and Best-Effort (BE) traffic. Each priority level is assigned to one of these
traffic classes depending on the shaping mechanisms it applies. However, it
is common that TT traffic has the highest priority, while BE traffic has the
lowest priority. It is important to note that multiple queues can cover the same
traffic class. For example, AVB traffic can consist of classes A, B, and C, each
associated with a distinct priority level.

Figure 2.1 shows an example of a TSN device output port with four queues
configured as TT traffic with the highest priority, AVB classes A and B traffic
with the second and third highest priority, and a BE traffic class as the lowest
priority. This is determined by the mechanisms applied to each queue, in-
cluding Time-Aware Shaper (TAS) and CBS, which will be described in depth
below.
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8 2.1. TSN traffic classes
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Figure 2.1: A TSN output port with four FIFO queues: one TT queue, two AVB
queues, and one BE queue.

2.1.1 Time-Triggered Traffic

TT traffic is transmitted in accordance with a fixed offline schedule that spec-
ifies the exact time slot each TT frame is transmitted. To prevent interference
between frames, TT traffic uses the TAS mechanism shown in Figure 2.1 as
defined in IEEE 802.1Qbv [30]. The TAS mechanism associates each queue
with a gate that can be opened or closed. Frames in a queue can be transmitted
only when the gate is open; otherwise, they are blocked. The Gate Control List
(GCL) is responsible for managing the gates, specifying precisely when they
should open and close. The GCL is a cyclic list that repeats the schedule, with
each entry in the list specifying the precise time at the nanosecond level when
the gate should be open or closed. The term transmission window refers to the
time interval during which a gate is open.

Figure 2.2 depicts an example of how the TAS operates for two TT queues
with different priorities (6 and 7). The example assumes the transmission of
three TT frames with a period of 4 time units through a switch port. One of
the frames is set to the highest priority 7 (blue), while the other two frames
are set to priority 6 (red and green). The figure shows the gates for the two
queues and their states at different time slots based on the GCL, which specifies
when the gates should be open or closed. During the first time slot (T0 to
T1), the gate for the priority 6 queue is open (1 in GCL), while the gate for
priority 7 is closed (0 in GCL), allowing the transmission of the red frame.
In the second time slot (T1 to T2), the gate for priority 7 is open, allowing
the transmission of the blue frame. Both gates are closed in the third time
slot (T2 to T3), preventing any transmission. Finally, in the last time slot, the
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gate for the priority 6 queue is open, allowing the transmission of the green
frame. The figure also shows two cycles of frame transmission at the bottom,
demonstrating how the GCL repeats the schedule.

2.1.2 Audio-Video Bridging Traffic

The AVB TG [1] presented the CBS that applies credits to AVB queues. Cred-
its are consumed when a frame in that queue is transmitted, and are replen-
ished when there is a pending frame in the queue or if the credit is negative,
even if no frame is waiting in the queue. These consumption and replenish-
ment ratios, which are configured in the CBS, are constant and determine the
bandwidth reserved for each AVB queue. To transmit data, AVB queues need
to have a positive or zero credit, and their gate must be open based on the
TAS and GCL. CBS usually separates classes into A and B, and allows lower-
priority traffic transmission even if higher-priority traffic is waiting, based on
the credits. This leads to improved QoS for lower-priority traffic and reduced
buffering. Despite the unknown activation time of AVB traffic due to poten-
tial blocking from other AVB classes or ST queues, there are techniques to
estimate its worst-case response time [11].
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Figure 2.3: TSN CBS mechanism.

The operations of CBS for two AVB queues (Classes A and B) interact-
ing with one higher priority TT queue and one lower priority BE queue are
illustrated in Figure 2.3. The downward arrows in the figure indicate when a
frame arrives at its respective queue of an output port, the vertical dashed lines
indicate the TT traffic window, and the slopes indicate the credit evolution.
The figure demonstrates that at T0, two frames of each AVB class and one BE
frame are ready to be transmitted. As the credit of both AVB queues is zero,
class A begins transmitting the first frame because it has higher priority. This
consumes its credit while increasing the credit of AVB class B. By T1, the
credit of AVB queue class A becomes negative, causing class B to begin trans-
mitting, even though a higher priority frame is waiting. At T2 a frame arrives
at the TT queue as scheduled, hence GCL closes all gates but the correspond-
ing to the TT queue to ensure its transmission without interruptions. Note that,
during the transmission of TT traffic, the credits are frozen, i.e. not changing.
After transmitting the TT frame at T3, the AVB traffic credit remains nega-
tive, allowing the BE frame to be transmitted even though two higher priority
frames are waiting. Finally, the credits are replenished during the transmission
of the BE frame. Therefore, at T4 and T5, AVB frames of classes A and B are
transmitted as in T0 and T1.

2.1.3 Best-Effort traffic

The lowest priority traffic type, BE, does not offer any real-time guarantees.
A queue that carries BE traffic is not shaped by CBS and can only transmit
frames if its gate is open, and all other AVB queues have negative credit or if
there is no AVB traffic available for transmission. This behavior is illustrated
in Figure 2.3 at time T3 to T4 where the credits for both classes A and B are
negative.
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2.2 TSN Clock Synchronization

The IEEE 802.1AS standard [5] describes the gPTP mechanism that provides
TSN clock synchronization, which is composed of three key parts: the Best
Master Clock Algorithm (BMCA), the Propagation Delay Measurement
(PDM) mechanism, and the Transport of Time-synchronization Information
(TTI). The BMCA determines the grandmaster clock, which acts as the
reference clock in the TSN network, and establishes the hierarchy between
TSN devices (TSN end-stations and switches). After establishing the
hierarchy, the PDM mechanism is used to measure the propagation delay
between TSN devices. Finally, the TTI mechanism is used to disseminate
the grandmaster time to synchronize the other TSN devices. The following
subsections provide a detailed description of each of the three mechanisms.

2.2.1 BMCA

The BMCA algorithm constructs a spanning tree for time synchronization,
with the grandmaster TSN device as the root. An example of this, is
illustrated in Figure 2.4. In this tree, each TSN device can act as either a
grandmaster or a slave, and each port can be categorized as a Master port
(M), Slave port (S), Passive port (P), or Disabled port (D). To determine
these behaviors, each system periodically broadcasts a special message called
announce message. This message contains various parameters, but we
focus on two parameters, the systemIdentity and the stepsRemoved.
The systemIdentity parameter indicates the accuracy of the sender’s
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clock, while stepsRemoved parameter denotes the distance between
the transmitter and the receiver. Specifically, the stepsRemoved value
is incremented each time the announce message is forwarded. For
instance, consider a line topology consisting of three TSN devices, where the
first device sends its announce message. The second device receives
this message with the stepsRemoved parameter value of 0, but before
forwarding it to the next device, it increments the stepsRemoved value.
Thus, the last TSN device receives the announce message sent by the
first device with a stepsRemoved parameter value of 1.

The diagram in Figure 2.5 illustrates how a TSN device can either act as a
slave or grandmaster clock if it does not have an assigned role. A TSN device
becomes a slave if it receives an announce message from a better clock,
i.e., a message with a greater systemIdentity parameter. Conversely, if
the TSN device does not receive any announce message from a better
clock within a defined period (defined by the periodicity of the announce
message transmission), it becomes the grandmaster clock. Similarly, a
grandmaster or a slave TSN device can switch roles based on the reception
of an announce message from a better clock or lack of it. On the other
hand, the proximity to the grandmaster determines the roles of ports in a TSN
device, which can be determined using the stepsRemoved parameter. The
port closest to the grandmaster becomes the slave port, and only one port in
the TSN device can have this role. The port closest to the grandmaster clock
in a link becomes the master port. Disabled ports are those that are explicitly
disabled, while ports that are neither master, slave, nor disabled are passive
ports.
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Figure 2.6: PDM diagram.

2.2.2 PDM

Once the spanning tree has been created with the grandmaster as the root,
PDM is used by the slaves to calculate the propagation delays between its
slave port and the master port of the TSN device connected to it. The process is
illustrated in Figure 2.6. The PDM process begins with one slave transmitting a
delay request message Pdelay_Req via its slave port to another TSN device,
which may be the grandmaster or another slave. The initiating slave records
the time at which the message is sent (T1). The receiving TSN device receives
the message through its master port, records the time at which the message is
received (T2), and transmits T2 back to the initiating slave while recording
the transmission time (T3). The initiating slave receives T2 and records the
time at which it is received (T4). Finally, the receiving TSN device transmits
T3 to the initiating slave, allowing the latter to calculate the delay as Delay =
(T4−T1)−(T3−T2)

2 .

2.2.3 TTI

After the creation of the spanning tree with the grandmaster as the root and the
measurement of the delays by the slave TSN devices, TTI is initiated. TTI in-
volves the TSN devices transmitting their local time via their respective master
ports to the slave TSN devices connected to them. The TSN devices, which
receive the message via their slave ports, add the previously measured delay
and update their local time accordingly.
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2.3 Stream Reservation Protocol

The TSN TG relies on SRP in many of its projects, as it plays a crucial role
in verifying resource availability within the network and reserving these re-
sources, which enables a bounded end-to-end delay and prevents packet loss
caused by the buffer overflow. Furthermore, the flexibility of SRP allows for
dynamic traffic requirement modifications during run-time. While there exist
three different SRP architectures, this work will focus solely on the distributed
version. For additional information regarding the other architectures, please
refer to [4].

SRP follows the publisher-subscriber paradigm to enable real-time data
communications through streams. In this paradigm, the publisher, known as
a talker, transmits data to subscribers, known as listeners. Each stream in
SRP is a logical communication channel that carries traffic defined by a set of
parameters such as the frame size and period. For example, if a temperature
sensor acts as a talker and wishes to transmit its measurements with a 10 ms
period and a 1-byte payload to other end-station (the listeners), the network
must first verify that sufficient resources are available. If that is the case, the
network will then create a stream with the specified period and payload to
transmit the sensor data.

It should be emphasized that decisions regarding the reservation of re-
sources are solely made based on local information. However, there is cru-
cial information related to the reservations that need to be distributed through-
out the network. For instance, this information may include the amount of
resources required for a stream or whether a particular switch has sufficient
resources available. Such information is transmitted via specialized messages
referred to as talker and listener attributes.

An example of the SRP mechanism in a linear network topology is de-
scribed in Figure 2.7. The network comprises a talker (T), a listener (L), and
two switches (S1 and S2). Before transmitting frames, the talker must create
a stream by broadcasting a Talker Advertise (TA) message. This message in-
cludes stream identification and resource requirements which are used in the
Admission Control (AC) by the rest of the devices of the network to check
whether there are enough resources for the stream to be created. Switches re-
ceiving the message check output ports for resource availability. If an output
port has insufficient resources, it sends a Talker Failed (TF) message with the
reason for failure. If the output port has enough resources, it forwards the TA
message to the next device.

End-stations that are not interested in the stream do not take any further
action on receiving the TA or TF messages. However, if a end-station wants
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Figure 2.7: Time diagram of the resource reservation mechanism in a network with a
linear topology.

to become a listener, it checks its resources and sends a Listener Ready (LR)
message to the switch if it has enough resources. If it does not have enough
resources, it sends a Listener Asking Failed (LAF) message. The switch re-
ceiving the LR or LAF messages checks its resources again and forwards a
combined response to the talker: (i) if all ports receive LR messages, the switch
transmits an LR message to the talker; (ii) if all ports receive LAF messages,
it transmits another LAF message to the talker; and (iii) if there is a mix of LR
and LAF messages, it transmits a Listener Ready Failed (LRF) message to the
talker.

Finally, the talker waits for an LR or LRF message before starting data
transmission. Additionally, it can delete the stream at any time using the un-
advertise stream mechanism, which is broadcast to all devices.
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Chapter 3

Problem Formulation

In this work, we aim to facilitate the adoption of TSN by the industry via devel-
oping tools and mechanisms to enable the migration and integration of legacy
networks with TSN. While there are several approaches to adopt TSN, includ-
ing complete replacement of the existing network with TSN software and hard-
ware or using TSN as a backbone while connecting all legacy networks through
gateways, these options have limitations. The former is a resource-intensive
process, whereas the latter does not allow the legacy networks to benefit from
TSN features. Therefore, we propose replacing the communication subsystems
of legacy networks, i.e., the set of devices exclusively responsible for commu-
nication excluding the end-stations, with a single TSN network, while ensuring
that the legacy end-stations, applications, communication protocols, and traffic
with different timing requirements continue to operate as effectively as before,
if not better. This approach allows the legacy end-stations to take advantage of
the benefits offered by TSN, such as high bandwidth, support for mixed hard
and soft real-time communications, flexibility of traffic requirements, and fault
tolerance mechanisms. Our proposed method enables the migration and inte-
gration of legacy networks with TSN, thereby facilitating a smooth transition
to this technology.

To enable the industry to adopt TSN solutions, and achieve the desired in-
tegration, a proper migration and integration methodology of the legacy traffic
to TSN must be designed. This poses several challenges, which are addressed
in this work. Regarding the traffic migration, the legacy traffic must be clas-
sified into the three previously mentioned TSN traffic classes. Such mapping
must meet the timing requirements of the legacy traffic. On the other hand,
regarding the legacy networks integration, the traffic classified as TT due to its
high time requirements must be scheduled, considering its legacy characteris-
tics. In addition, traffic scheduling must be scalable to allow for the migration
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regarding the legacy networks integration, the traffic classified as TT due to its
high time requirements must be scheduled, considering its legacy characteris-
tics. In addition, traffic scheduling must be scalable to allow for the migration
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18 3.1. Legacy Ethernet-based Traffic Mapping

of large networks and must be fast in case new or legacy reconfiguration mech-
anisms need to be supported. Finally, the TSN schedule must be aligned with
the transmission of the frames in the legacy network even when synchroniza-
tion between the legacy end-stations and the TSN network is not possible.

Finally, a previous work [15] showed that SRP lacks termination and con-
sistency, which can result in the inefficient utilization of bandwidth. This
can limit the network’s ability to integrate with and support legacy networks,
thereby hindering its overall scalability. We will next take a closer look at each
of the problems to be solved.

3.1 Legacy Ethernet-based Traffic Mapping

The mapping consists of clustering the legacy traffic based on its characteris-
tics into the three types of TSN traffic, including TT, AVB, and BE traffic. In
this thesis, we will focus on Ethernet-based legacy traffic. One of the main
features of TSN, and the reason behind the growing interest in adopting it by
the industry, is its traffic flexibility, i.e., its ability to combine several types of
traffic on the same network. Thanks to this feature, TSN seems to be key to
advancing the industry to the incipient Industry 4.0 paradigm but also makes it
possible for TSN to integrate different legacy networks in the same TSN net-
work. However, each legacy network has particular characteristics that are not
directly linked to the different types of TSN traffic; hence a proper mapping
methodology is key to the proper migration and integration of legacy networks
into TSN. To achieve this, we must identify the characteristics of the legacy
traffic that are relevant to defining its behavior in the TSN network and, based
on these characteristics, split the traffic among the different types of TSN traf-
fic classes.

3.2 TT Scheduling

As mentioned before, in TSN, a GCL is defined for each queue in each TSN
device output port, in such a way that the GCL identifies the moments in which
the gate of each queue will be open. The scheduling of TT traffic, and its syn-
thesis in GCLs, is known to be an NP-complete problem [44]. Several solu-
tions are proposed in the literature to schedule TT traffic in TSN networks that
are mainly based on Integer Linear Programming (ILP) and Constrained Pro-
gramming (CP) [10]. These solutions are known to have high time complexity,
i.e., they require a long time to schedule large networks, thus they are not gen-
erally scalable. In addition, these solutions are not suitable for networks that
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Chapter 3. Problem Formulation 19

require dynamic reconfigurations as the new configuration should be created
relatively fast. A few heuristic schedulers are also proposed, e.g., [40], whose
performance is not properly compared with the ILP and CP solutions. In this
work, we seek to develop a heuristic scheduler capable of synthesizing the
GCLs of the legacy traffic mapped as TT traffic with acceptable performance
and low scheduling times enabling the migration of large legacy networks.

3.3 Legacy Networks Synchronization

TSN TT traffic requires the network to be fully synchronized. Otherwise, dif-
ferent devices could exhibit clock drift, which would cause the transmission
and reception of frames to not properly match the TSN schedule. For exam-
ple, Figure 3.1 shows the effects of transmitting TT traffic between two legacy
end-stations that are synchronized via a legacy clock synchronization, through
a TSN network that is not synchronized with them. As we can see, the sender
transmits frames faster than the TSN network forwards them in its transmis-
sion windows. This causes frames to arrive at the receiver increasingly later
than their legacy scheduled time (dashed envelopes). Furthermore, since the
transmission of frames by the TSN network to the listener is slower than the
transmission by the talker to the TSN network, the frames stack up in the
buffers. However, the buffers are not infinite, hence frames that arrive once the
buffer is full are discarded. Similar phenomenon occurs when the TSN clock is
faster than the legacy network one. A more detailed description of the causes
and consequences of the effects of the lack of synchronization between legacy
end-stations and TSN can be found in paper [16].

Despite the importance of synchronization, in many cases, legacy networks
may not be able to implement TSN’s synchronization protocols. Therefore,
it is necessary to analyze the effects of the lack of synchronization between
legacy networks and TSN in heterogeneous networks, i.e. networks combin-
ing TSN and legacy end-stations, and to develop mechanisms to avoid such
adverse effects.

3.4 Distributed SRP

As mentioned before, paper [15] demonstrated the lack of termination and con-
sistency of the distributed SRP at both the application and infrastructure levels.
On the one hand, termination issues are mainly due to the fact that SRP listen-
ers do not inform the bridges nor the talkers when they are not interested in
binding to a stream. On the other hand, consistency issues are mainly due to
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20 3.4. Distributed SRP

Talker

TSN

Listener

Figure 3.1: Example of positive drift synchronization issue.

the fact that information related to the reservations is propagated in a single di-
rection. That is, the talker attribute transmitted by a talker is forwarded always
towards the listeners; while, when listeners and switches reply to a stream dec-
laration, the information is only forwarded towards the talker. Thus, not all the
devices involved in the reservation of a stream receive the same information.

This does not directly affect the migration and integration of legacy traffic,
but may lead to a waste of bandwidth and resources that limit both the addi-
tion of new traffic and the adoption of legacy traffic. In this regard, we need to
improve the distributed SRP in order to provide network devices with a consis-
tent view of the reservation of resources so that they can make rather complex
decisions within a bounded time avoiding waste of resources..
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Chapter 4

State of the Art Review

The TSN TG’s work since 2012 has been highly relevant, resulting in the com-
munity dedicating a significant amount of research to the study, application,
and improvement of TSN. For instance, the work in [6] studied the effects of
the TAS, the work in [31] analyzed the fault tolerance issues, while the work
in [7] proposed time redundancy to tolerate temporary faults. In addition, the
work in [58] studied the scheduling policies, the works [61] and [35] analyzed
schedulability of traffic with different TSN features and the load balancing was
studied in [8]. Moreover, the work in [10] provided an up-to-date comprehen-
sive survey of the TSN-related research.

There are also a few works on reconfiguration and integration in dynamic
system networks. For example, on the one hand, work in [47] analyzes the abil-
ity of SDN to accelerate the Time-to-Integrate process in evolving topologies
from a synchronization point of view. On the other hand, the works in [27] and
[28] aim to provide auto-configuration to TSN by introducing a Configuration
Agent into the network, an entity that continuously monitors the network for
changes and automatically updates the configuration to adapt to those changes
while maintaining the desired quality of service.

Other works on integrating legacy networks into TSN networks are the
works in [38] and [51]. The former integrated a few of the TSN standards into
Sercos III, which is a closed system that allows standard Ethernet devices to
be plugged in, to improve its performance; while the later proposed an integra-
tion methodology of wireless TSN (802.11). However, as [18] shows in their
experimental setup, there are still many challenges to enable a proper integra-
tion between TSN and Non-TSN devices. Therefore, in this work we focus on
analyzing the works that address the problems mentioned above.
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22 4.1. Mapping

4.1 Mapping

Regarding traffic mapping, a meta-heuristic method is proposed in [23] that
maps mixed-criticality applications into the TSN traffic classes. Although the
aim is similar to ours, the proposed method does not cover all cases that are
studied and exist in industrial applications. The method, thus, becomes suit-
able for cases where only very few mixed-criticality levels are assumed in the
network with no extensive timing information. Other papers such as [21] only
map a specific type of traffic while papers such as [19] analyze the characteris-
tics of different types of TSN traffic and provide guidance on how to perform
the mapping. However, to the best of our knowledge, there are no automated
tools for mapping legacy traffic based on its characteristics into TSN.

4.2 Scheduling

Within the context of TT traffic scheduling in TSN networks, the works in [50]
and [39] present a joint routing and scheduling algorithm formalized as an
ILP and as a meta-heuristic scheduling approach based on a Genetic Algo-
rithm (GA) approach, respectively. The work in [20] presents an SMT-based
scheduler capable of scheduling networks with several TT queues. The work
in [24] proposes a GCL synthesis approach based on Greedy Randomized
Adaptive Search Procedure (GRASP) meta-heuristic [45], which takes AVB
traffic into consideration, whereas the work in [25] proposes a joint routing
and scheduling approach for TT and AVB traffic by means of an integrated
heuristic and meta-heuristic strategy. In the latter work, the K-Shortest Path
(KSP) method [60] is utilized for routing, and GRASP is used to schedule
both TT and AVB at the same time. Moreover, the work in [12] synthesizes a
network topology that supports seamless redundant transmission for TT traf-
fic by proposing a greedy heuristic algorithm for joint topology, routing, and
scheduling synthesis. Finally, paper [56] provides a comprehensive survey of
scheduling techniques and algorithms used in TSN to support time critical ap-
plications.

The above-mentioned solutions are mostly based on ILP or constraint pro-
gramming, while some of them exploit the use of meta-heuristics, e.g., GA.
However, these solutions normally are highly time-complex, which makes
them not scalable. Few works target heuristic solutions with lower time com-
plexity. For instance, the work in [40] proposes a heuristic routing and schedul-
ing algorithm called Heuristic List Scheduler (HLS) that is limited to a single
TT queue, while the work in [57] compares 4 heuristic algorithms combining
routing and scheduling (Modified Most Loaded Heuristic (MML), Bottleneck
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Heuristic (BN), Coefficient of Variation Heuristic (CV) [9][33], and Modified
Dot Product Heuristic (MDP) [41]), all with scheduling times greater than 100
ms and unable to handle multiple queues.

Despite the large amount of work done on scheduling in TSN, most works
are not a priori compatible with the specific characteristics of the legacy traffic,
such as offsets, drifts, or specific reception jitters. Moreover, solutions are
normally time-complex or very limited in terms of schedulability.

4.3 Synchronization

One of the key features of TSN is clock synchronization. Most of the works in
the literature are focused on integrating TSN with wireless or 5G networks. For
example, in work [29] authors implement a low-overhead beacon-based time
synchronization mechanism to provide highly accurate synchronization to the
wireless networks, thus they can be used in the context of high determinism
TSN networks. Moreover, works [13] and [46] extend IEEE 802.1AS and
IEEE 802.11 respectively with the intention of integrating TSN with wireless
networks while [52] discusses the integration challenges of Wired TSN and
Wireless Local Area Network (WLAN) technologies and proposes a Hybrid
TSN device architecture. On the other hand, [26] introduces the integration
of TSN time synchronization (IEEE 802.1AS) conform with 5G while [17]
proposes a cross domain clock synchronization method based on data packet
relay to solve the end-to-end cross domain clock synchronization problems
caused by the different 5G-TSN integrated network clock domains. Finally,
other works such as [54], [53] and [55] has evaluated the performance of 5G-
TSN networks.

According to our state of the art review, and to the best of our knowledge,
there is no work addressing the challenges of synchronizing legacy devices
onto a TSN network.

4.4 AVB SRP

There are many works related to the study of AVB’s efficiency. For example,
in [43] the authors apply network calculus to evaluate the real-time perfor-
mance of Ethernet AVB in automotive networks and in [37] the authors pro-
vide insights into the performance of AVB and TSN in automotive Ethernet
networks, concluding that both protocols can provide reliable and determin-
istic communication but their performance depends on network configuration
and traffic characteristics. Moreover, paper [36] proposes an extension to the
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24 4.4. AVB SRP

IEEE 802.1 AVB protocol to allow for the coexistence of synchronous and
asynchronous traffic and paper [34] addresses the challenges of designing an
IP/Ethernet-based in-car network for real-time applications, suggesting solu-
tions such as network segmentation and quality of service mechanisms for
which AVB may be relevant. On the other hand, in the work presented in [42]
the authors detect a drawback in the resource reservation de-registration speci-
fication, which leads to the waste of the network resources, and proposed some
solutions. Moreover, some works present solutions to provide fault tolerance
against permanent faults using SRP [32].

Nevertheless, in a previous work [15] we detected the lack of termination
and consistency properties in the SRP and how this could cause bandwidth
losses or loss of new requests due to overbuffering. Although we proposed
some solutions, these were not implemented or evaluated in any way before.
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Chapter 5

Research Methodology

The objective of this thesis is the development of methodologies capable of
overcoming the challenges presented in this work and their corresponding im-
plementation in tools and mechanisms, either independent or integrated, that
facilitate the adoption of TSN by the industry. For this purpose, we followed
the hypothetico-deductive [22] research method. Figure 5.1 shows the process
of the research.

• Start: This project aims to facilitate the industry to adopt TSN both
by providing tools and mechanisms for the migration and integration of
legacy networks with TSN as well as by eliminating defects in existing
mechanisms that could limit such migration and integration.

• Literature Review: Once the objective is defined, we perform an ex-
tensive state-of-the-art review on Ethernet traffic mapping, TT traffic
scheduling and synchronization, and AVB traffic configuration. This re-
view includes papers and standards with the intention of understanding
the technology in depth and looking for possible points of conflict for
the integration of legacy networks, as well as deficiencies in the existing
protocols and mechanisms.

• Identification of Limitations: With the knowledge gained through the
literature review, we identify the limitations of TSN in terms of migra-
tion and integration of legacy networks as well as the performance of its
mechanisms. In cases where the review is not sufficient to fully identify
the limitations, we raise hypotheses that we verify by running experi-
ments and/or simulations with models.
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Figure 5.1: Research Methodology

• Problem Formulation: In this stage, we identify the problems to be
solved and the objectives to address them based on the results obtained
during the literature review and the identification of limitations.
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• Solution Proposal: Once the problems to be solved have been identified
and defined, novel solutions which address such problems are discussed
and proposed.

• Implementation and Validation: The solutions from the previous stage
are implemented as as prototypes, tools or models and are evaluated.
The effectiveness of the solution is inspected by a feedback loop. If
the evaluation output is judged inadequate, we trace back to identify the
source of the problem. If the inadequate output is due to the problem
formulation, the process is returned and performed from the beginning.
Otherwise, the proposed solution is reassessed by refining the current
solution or defining a new one. Finally, if the results of the evaluation
are deemed adequate, i.e. the limitation identified through the litera-
ture review or models and/or experiments in the “identification of lim-
itations” phase has been successfully resolved with a sufficient degree
of certainty, the process ends with the publication of the proposed solu-
tion. Regarding validation, we conduct experiments for the evaluation
of the tools and implemented solutions and formal verification for the
validation of the models.
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ture review or models and/or experiments in the “identification of lim-
itations” phase has been successfully resolved with a sufficient degree
of certainty, the process ends with the publication of the proposed solu-
tion. Regarding validation, we conduct experiments for the evaluation
of the tools and implemented solutions and formal verification for the
validation of the models.
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Chapter 6

Thesis Goals and Contributions

The overall goal of this thesis is to enable and facilitate TSN adoption by the
industry. To this end, it is essential to develop tools and mechanisms that
enable the migration and integration of legacy networks to TSN; otherwise, it
would be necessary to replace almost the entire network, which would involve
high costs and time.

6.1 Research Gaps and Industry Needs

There has been a growing interest in TSN by the industry in the last few years.
This is due to its characteristics which include high bandwidth combined with
real-time capabilities, traffic flexibility, and fault tolerance mechanisms, to
name a few. These features are key for the integration and interoperability
of different levels of operation at the industrial level which seems key for the
evolution to an Industry 4.0 paradigm as well as for new products and increas-
ingly large and complex solutions. However, implementing TSN in factories
that are already established and in operation or in products may not be cost-
effective as it would require changing all their existing devices, networks, and
solutions. Therefore, in this work we analyze the limitations of TSN to manage
the migration and integration of legacy networks and propose solutions. Look-
ing at the current state of the art we have identified a set of key research gaps
given the industry needs towards achieving the overall goal. The limitations
identified through the literature review and the experiments and models during
the “identification of limitations” phase were synthesized into the following
research gaps:
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30 6.2. Research Goals

• RGap1: In TSN the traffic is divided into 3 types of traffic (TT, AVB,
and BE) which in turn can have different priority levels (up to a maxi-
mum of 8 priority levels in total). Each of the traffic types has unique
characteristics that do not need to have a direct correspondence with the
legacy traffic to be migrated or integrated into the new TSN network. In-
adequate traffic mapping in the new network may result in not meeting
the requirements of the legacy networks.

• RGap2: The scheduling of TT traffic, and its synthesis in GCLs, is
known to be an NP-complete problem [44]. This leads to either un-
scalable or low-performance schedulers that, in most cases, do not take
into account the specific requirements of legacy traffic.

• RGap3: The lack of synchronization is also a problem since drift be-
tween clocks causes variations between reserved and required band-
width. This is especially problematic in the case of TT traffic where
such drift can lead to loss of frames or additional delays of up to an
entire period.

• RGap4: Finally, during the literature review and the search for limita-
tions, we detected termination and consistency issues in the distributed
version of the SRP which may lead to a waste of resources that can limit
the migration and integration of legacy traffic.

6.2 Research Goals

Given the set of research gaps, we have identified 4 specific research goals of
this thesis, i.e., the research goals required to solve the aforementioned prob-
lems are:

• RG1: Develop a mapping methodology to categorize Ethernet-based
traffic into the three types of TSN traffic, including TT, AVB, and BE
traffic, with the goal of maximizing its schedulability.

• RG2: Develop a scalable heuristic TSN TT traffic scheduler that can
handle large volumes of traffic within a reasonable time while maintain-
ing high schedulability using multiple TT queues.

• RG3: Develop a synchronization mechanism that eliminates the drift
between the TSN network and the legacy network schedule caused by
the lack of synchronization. The mechanism should adapt the non-TT
transmission windows to adjust transmission and reception ratios, thus
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Chapter 6. Thesis Goals and Contributions 31

preventing the adverse effects caused by the drift and ensuring seamless
integration in terms of synchronization.

• RG4: Improve the distributed SRP configuration protocol to provide it
with termination and consistency to ensure proper configuration of the
TSN AVB traffic avoiding waste of resources.

6.3 Research Contributions

The research contributions in the thesis to address the research goals are as
follows:

• RC1: We develop a Legacy Ethernet-based Traffic model that can char-
acterize traffic of any Ethernet-based communication protocol. The traf-
fic model will help us to defines the behavior of the legacy traffic by
means of a set of parameters that will later be used to map it. This
model will partially address RG1.

• RC2: We develop a mapping methodology that can map the legacy
Ethernet-based frames characterized by the model proposed in RC1 into
different TSN traffic classes. We implement the mapping method as a
tool, named Legacy Ethernet-based Traffic Mapping Tool or LETRA.
We integrated LETRA with TSN traffic scheduling to perform evalua-
tions on different synthetic networks. The results show that the proposed
mapping method obtains up to 90% improvement in the schedulability
ratio of the traffic compared to an intuitive mapping method on a multi-
switch network architecture. Through this contribution we obtain RG1.

• RC3: We propose a heuristic scheduler for TT traffic in TSN networks,
called Heuristic Multi-queue Scheduler (HERMES), that takes advan-
tage of multiple queues for TT traffic to provide high schedulability with
very low scheduling times. Frames in HERMES can be configured to be
scheduled in two modes of zero or relaxed reception jitter, which pro-
vides better control for users. Through a set of experiments, we show
that HERMES can perform better than CP-based solutions, i.e., it results
in more schedulable networks, by allowing it to use multiple queues, and
at the same time, it provides the results within 17 to 800 times faster.
Through this contribution we obtain our goal defined in RG2.

• RC4: We formulate the problem of having inconsistent clock synchro-
nization mechanisms in an integrated EtherCAT-TSN network and we
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32 6.3. Research Contributions

describe the effects of this inconsistency in the network behavior. Then,
we propose a solution to integrate the clock synchronization mecha-
nisms described by the two network technologies, i.e., EtherCAT and
TSN, to obtain a precise synchronization. Finally, we model our pro-
posed clock synchronization solution to verify its correctness. Through
this contribution we obtain a partial solution to our goal defined in RG3.
However, through obtaining this contribution we also realize that clock
integration requires specific solutions for each protocol to be integrated.
This hinders adoption due to the time needed to design and implement
each solution, and makes compatibility between solutions difficult. For
example, if there are two legacy networks with two different synchro-
nization protocols (P1 and P2) and we want to integrate them with TSN,
we would need a specific solution for the integration of P1 with TSN
and another one for P2 with TSN that might not even be compatible
with each other. For this reason, we determine that it would be more ef-
ficient to palliate the problems generated by the lack of synchronization
in a general way from the TSN network without involving the legacy
networks.

• RC5: We develop a mechanism called TALESS (TSN with Legacy
End-Stations Synchronization) to address the adverse effects caused
by the lack of synchronization identified through experiments on a
network prototype. This solution is general and transparent for any
legacy Ethernet-based network communicating through TSN. TALESS
is modeled and validated through simulations with realistic network
values. On the other hand, the mechanism is implemented in a network
prototype to experimentally demonstrate its effectiveness. Finally, we
compare the results of the experiment with the simulation model to
verify both implementations. Through this contribution we obtain a
complete solution to our goal defined in RG3.

• RC6: We use the UPPAAL model checker [14] to build a model of the
SRP protocol. The model allow us to verify that SRP does not provide
termination nor consistency, and to identify the scenarios in which these
problems occur. We discuss the consequences derived from the absence
of termination and consistency, and propose several modifications to the
protocol to address these issues. Finally, we select the best one and
develop a new protocol called CSRP (Consistent Stream Reservation
Protocol). To ensure the correctness of our design, we create a UPPAAL
model for CSRP and validate it through verification testing. Through
this contribution we obtain our goal defined in RG4.
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Chapter 6. Thesis Goals and Contributions 33

6.4 Included Papers

The research contributions are proposed in the form of published papers in
conferences and journals. The order of the papers is in accordance with the
contributions. Five papers are included in the licentiate thesis: Paper A, B, C
and E have already been published while paper D is pending for submission.

6.4.1 Paper A

Title:
LETRA: Mapping Legacy Ethernet-Based Traffic into TSN Traffic Classes

Authors:
Daniel Bujosa, Mohammad Ashjaei, Alessandro V Papadopoulos, Julian

Proenza, Thomas Nolte.
Status:

Published in the 26th IEEE International Conference on Emerging Tech-
nologies and Factory Automation (ETFA), 2021.
Abstract:

This paper proposes a method to efficiently map the legacy Ethernet-based
traffic into Time Sensitive Networking (TSN) traffic classes considering differ-
ent traffic characteristics. Traffic mapping is one of the essential steps for in-
dustries to gradually move towards TSN, which in turn significantly mitigates
the management complexity of industrial communication systems. In this pa-
per, we first identify the legacy Ethernet traffic characteristics and properties.
Based on the legacy traffic characteristics we presented a mapping methodol-
ogy to map them into different TSN traffic classes. We implemented the map-
ping method as a tool, named Legacy Ethernet-based Traffic Mapping Tool or
LETRA, together with a TSN traffic scheduling and performed a set of eval-
uations on different synthetic networks. The results show that the proposed
mapping method obtains up to 90% improvement in the schedulability ratio of
the traffic compared to an intuitive mapping method on a multi-switch network
architecture.
Authors’ Contributions:

I was the main driver of the work under the supervision of the co-authors.
The plan for the paper was formed in joint discussions with the co-authors. I
performed the tool implementation and evaluations and wrote the draft of the
paper. The co-authors have reviewed the paper, after which I have improved it.
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6.4.2 Paper B

Title:
HERMES: Heuristic Multi-queue Scheduler for TSN Time-Triggered

Traffic with Zero Reception Jitter Capabilities
Authors:

Daniel Bujosa, Mohammad Ashjaei, Alessandro V Papadopoulos, Julian
Proenza, Thomas Nolte.
Status:

Published in the 30th International Conference on Real-Time Networks
and Systems (RTNS), 2022.
Abstract:

The Time-Sensitive Networking (TSN) standards provide a toolbox of fea-
tures to be utilized in various application domains.The core TSN features in-
clude deterministic zero-jitter and low-latency data transmission and transmit-
ting traffic with various levels of time-criticality on the same network. To
achieve a deterministic transmission, the TSN standards define a time-aware
shaper that coordinates transmission of Time-Triggered (TT) traffic. In this
paper, we tackle the challenge of scheduling the TT traffic and we propose a
heuristic algorithm, called HERMES. Unlike the existing scheduling solutions,
HERMES results in a significantly faster algorithm run-time and a high num-
ber of schedulable networks. HERMES can be configured in two modes of
zero or relaxed reception jitter while using multiple TT queues to improve the
schedulability. We compare HERMES with a constraint programming (CP)-
based solution and we show that HERMES performs better than the CP-based
solution if multiple TT queues are used, both with respect to algorithm run-
time and schedulability of the networks.
Authors’ Contributions:

I was the main driver of the work under the supervision of the co-authors.
The plan for the paper was formed in joint discussions with the co-authors. I
performed the tool implementation and evaluations and wrote the draft of the
paper. The co-authors have reviewed the paper, after which I have improved it.
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6.4.3 Paper C

Title:
Clock Synchronization in Integrated TSN-EtherCAT Networks

Authors:
Daniel Bujosa, Daniel Hallmans, Mohammad Ashjaei, Alessandro V Pa-

padopoulos, Julian Proenza, Thomas Nolte.
Status:

Published in the 25th IEEE International Conference on Emerging Tech-
nologies and Factory Automation (ETFA), 2020.
Abstract:

Moving towards new technologies, such as Time Sensitive Networking
(TSN), in industries should be gradual with a proper integration process in-
stead of replacing the existing ones to make it beneficial in terms of cost and
performance. Within this context, this paper identifies the challenges of in-
tegrating a legacy EtherCAT network, as a commonly used technology in the
automation domain, into a TSN network. We show that clock synchronization
plays an essential role when it comes to EtherCAT-TSN network integration
with important requirements. We propose a clock synchronization mechanism
based on the TSN standards to obtain a precise synchronization among Ether-
CAT nodes, resulting to an efficient data transmission. Based on a formal veri-
fication framework using UPPAAL tool we show that the integrated EtherCAT-
TSN network with the proposed clock synchronization mechanism achieves at
least 3 times higher synchronization precision compared to not using any syn-
chronization.
Authors’ Contributions:

I and Daniel Hallmans were the main drivers of the work under the super-
vision of the co-authors. The plan for the paper was formed in joint discussions
with the co-authors. I performed the tool implementation and evaluations, and
I wrote the draft of the paper in collaboration with Daniel Hallmans. The co-
authors reviewed the paper, after which I improved it.
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6.4.4 Paper D

Title:
TALESS: TSN with Legacy End-Stations Synchronization

Authors:
Daniel Bujosa, Mohammad Ashjaei, Alessandro V Papadopoulos, Julian

Proenza, Thomas Nolte.
Status:

Pending for submission to the IEEE Transactions on Industrial Informatics.
Abstract:

Time Sensitive Networks (TSN) have become one of the most important
communications standards in many industrial sectors. However, TSN requires
specific hardware and software. This makes it difficult for established com-
panies to adopt TSN, as it would imply changing most legacy hardware and
software which may not be cost-effective in most cases. In order to enable the
adoption of TSN by the industry and be more environmentally sustainable, it is
necessary to develop tools to integrate legacy systems with TSN. In this paper,
we propose a solution for the coexistence of different time domains from dif-
ferent legacy subsystems with their corresponding synchronization protocols
in a single TSN network. To this end, we experimentally identified the effects
of replacing the communications subsystem of a legacy Ethernet-based net-
work with TSN in terms of synchronization. Based on the results, we propose
a solution called TSN with Legacy End-Stations Synchronization (TALESS).
TALESS is able to identify the drift between the TSN communications sub-
system and the legacy devices and modify the TSN schedule to adapt to the
time domains of the integrated legacy systems in order to avoid the effects of
the lack of synchronization between them. We validate TALESS through both
simulations and experiments on a prototype. Thereby we demonstrate that,
thanks to TALESS, legacy systems are able to synchronize through TSN and
even improve features such as their reception jitter or their integrability with
other legacy systems.
Authors’ Contributions:

I was the main driver of the work under the supervision of the co-authors.
The plan for the paper was formed in joint discussions with the co-authors. I
performed the tool implementation and evaluations and wrote the draft of the
paper. The co-authors have reviewed the paper, after which I have improved it.

36 6.4. Included Papers

6.4.4 Paper D

Title:
TALESS: TSN with Legacy End-Stations Synchronization

Authors:
Daniel Bujosa, Mohammad Ashjaei, Alessandro V Papadopoulos, Julian

Proenza, Thomas Nolte.
Status:

Pending for submission to the IEEE Transactions on Industrial Informatics.
Abstract:

Time Sensitive Networks (TSN) have become one of the most important
communications standards in many industrial sectors. However, TSN requires
specific hardware and software. This makes it difficult for established com-
panies to adopt TSN, as it would imply changing most legacy hardware and
software which may not be cost-effective in most cases. In order to enable the
adoption of TSN by the industry and be more environmentally sustainable, it is
necessary to develop tools to integrate legacy systems with TSN. In this paper,
we propose a solution for the coexistence of different time domains from dif-
ferent legacy subsystems with their corresponding synchronization protocols
in a single TSN network. To this end, we experimentally identified the effects
of replacing the communications subsystem of a legacy Ethernet-based net-
work with TSN in terms of synchronization. Based on the results, we propose
a solution called TSN with Legacy End-Stations Synchronization (TALESS).
TALESS is able to identify the drift between the TSN communications sub-
system and the legacy devices and modify the TSN schedule to adapt to the
time domains of the integrated legacy systems in order to avoid the effects of
the lack of synchronization between them. We validate TALESS through both
simulations and experiments on a prototype. Thereby we demonstrate that,
thanks to TALESS, legacy systems are able to synchronize through TSN and
even improve features such as their reception jitter or their integrability with
other legacy systems.
Authors’ Contributions:

I was the main driver of the work under the supervision of the co-authors.
The plan for the paper was formed in joint discussions with the co-authors. I
performed the tool implementation and evaluations and wrote the draft of the
paper. The co-authors have reviewed the paper, after which I have improved it.

54



Chapter 6. Thesis Goals and Contributions 37

6.4.5 Paper E

Title:
CSRP: An Enhanced Protocol for Consistent Reservation of Resources in

AVB/TSN
Authors:

Daniel Bujosa, Ines Álvarez, Julian Proenza.
Status:

Published in IEEE Transactions on Industrial Informatics, 2020.
Abstract:

The IEEE Audio Video Bridging (AVB) Task Group (TG) was created to
provide Ethernet with soft real-time guarantees. Later on, the TG was renamed
to Time-Sensitive Networking (TSN) and its scope broadened to support hard
real-time and critical applications. The Stream Reservation Protocol (SRP) is a
key work of the TGs as it allows reserving resources in the network, guarantee-
ing the required quality of service (QoS). AVB’s SRP is based on a distributed
architecture, while TSN’s is based on centralized ones. The distributed ver-
sion of SRP is supported and used in TSN. Nevertheless, it was not designed
to provide properties that are important for critical applications. In this work
we model SRP using UPPAAL and we study the termination and consistency.
We verify that SRP does not provide such properties. Furthermore, we propose
an improved protocol called Consistent Stream Reservation Protocol (CSRP)
and we formally verify its correctness using UPPAAL.
Authors’ Contributions:

I was the main driver of the work under the supervision of the co-authors.
The plan for the paper was formed in joint discussions with the co-authors. I
performed the tool implementation and evaluations and wrote the draft of the
paper. The co-authors have reviewed the paper, after which I have improved it.

6.4.6 Mapping the Included Papers with the Research Contribu-
tions

The mapping of the aforementioned thesis contribution into published and
planned publications, that are included in the thesis, is shown in Table 6.1.

Given the overall set of contributions towards the research goals of this
thesis we believe that in summary the thesis make a significant step towards
achieving the overall goal of the thesis.
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38 6.4. Included Papers

Table 6.1: The mapping of the research goals to the papers included in the thesis.

Paper A Paper B Paper C Paper D Paper E
RC1 ✓
RC2 ✓
RC3 ✓
RC4 ✓
RC5 ✓
RC6 ✓

38 6.4. Included Papers

Table 6.1: The mapping of the research goals to the papers included in the thesis.

Paper A Paper B Paper C Paper D Paper E
RC1 ✓
RC2 ✓
RC3 ✓
RC4 ✓
RC5 ✓
RC6 ✓

56



Chapter 7

Summary and Future Work

7.1 Summary

In this thesis we have developed tools and mechanisms for the migration and
integration of legacy networks into TSN as well as improved some of its mech-
anisms. In this way, we seek to facilitate the adoption of TSN avoiding the
time, effort, and resources that would be required to replace a functional net-
work with a new TSN network. Furthermore, thanks to the proposed solutions,
legacy networks can not only communicate through TSN normally, which im-
proves their integration with other legacy networks and reduces the overall
complexity thanks to the use of a single communication protocol, but they are
also able to benefit from the TSN enhancements providing a better service.

We have improved TSN’s SRP to avoid wasting resources (RC4) and we
have created three tools aimed at migrating and integrating legacy networks
with TSN. These tools include: firstly, LETRA, a tool for mapping legacy traf-
fic into the different types of TSN traffic (RC1); secondly, HERMES, which is
a heuristic scheduling algorithm implemented as a fast and scalable tool capa-
ble of scheduling the traffic mapped by LETRA (RC2); and finally, TALESS,
a synchronization tool capable of eliminating the adverse effects caused by the
lack of synchronization between legacy networks and TSN (RC3).

7.2 Future Work

As future work, we seek to develop a methodology for traffic identification in
legacy networks. This will be able to, by sampling traffic from an existing
network or by analyzing the network specification, parameterize the legacy
traffic in terms of relevant parameters for the migration of such traffic to TSN.
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40 7.2. Future Work

In addition, we will develop a TSN frame forging mechanisms for Ethernet
frames. It will be able to modify the Ethernet frame fields of legacy traffic
dynamically to conform to the TSN format, e.g., by assigning TSN priorities.
This will enable the transmission of legacy traffic as a specific TSN traffic type
transparently to the legacy end-stations.

Finally, these tools will be integrated with those already presented in this
work. This will provide a set of tools capable of identifying traffic, mapping it,
scheduling it, and synchronizing it all in one. Such set of tools would consid-
erably reduce migration and integration times and allow adoption of TSN with
minimal costs.
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