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Abstract
Safety-critical systems may fail dangerously with severe consequences to the health of the involved 
humans, costly equipment, the environment, or other valuable assets of a stakeholder. For these classes 
of systems, the developers are obliged to analyze each potentially hazardous situation thoroughly. 
In addition, any identified hazardous situation needs to be considered for risk reduction measures, 
including adjustments of the system's design, additional safeguards if the hazards cannot entirely be 
removed by design, or warning information to users. 

An essential activity in the development process is the safety analysis, where hazards related to the 
system under development are identified, and the risks are evaluated and classified. This classification 
stipulates the rigor of complying with safety standard requirements and directing the development and 
verification activities. Several techniques for safety analysis have been identified in the literature and 
are applied in industrial development processes.

The technical evolution enables moving from developing single systems with specific features 
towards attaching several independent systems to a system-of-systems.On top of the trend towards 
connectedness, there is also a trend towards more and more automation. In the vehicle domain, 
autonomous vehicles can collaborate to achieve specific goals, like transporting goods in warehouses, 
transporting containers in automated ports, or transporting material in off-road environments.

Autonomy brings in new challenges when ensuring product safety and functional safety for single 
systems due to the lack of a human operator as a fallback solution.Further, when autonomous 
vehicles collaborate in a fleet, the safety analysis becomes more complex since their interaction and 
interoperability bring forth new hazards not identifiable with a safety analysis of a single system. Our 
research aims to bridge this gap and provide solutions for specifying a system-of-systems and finding 
and developing suitable safety analysis methods.

To understand the challenges and current practices, we have studied industrial projects where systems-
of-systems are developed. We have applied safety analysis methods to our industrial cases and found 
limitations of finding hazards related to a system-of-systems. As part of our research, we have developed 
extensions to the safety analysis methods to support the analysis of a system-of-systems. We have 
developed the Safe System-of-Systems (SafeSoS) method which is a structured and hierarchical process 
to discover and document a system-of-systems characteristics on three primary abstraction levels. 
Additionally, we utilize model-based formalism to describe the System-of-Systems’ characteristics on 
each level. Our research results support engineers in the industry when designing a safety-critical 
system-of-systems.
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Abstract

Safety-critical systems may fail dangerously with severe consequences to the
health of the involved humans, costly equipment, the environment, or other
valuable assets of a stakeholder. For these classes of systems, the developers
are obliged to analyze each potentially hazardous situation thoroughly. Any
identified hazardous situation needs to be considered for risk reduction mea-
sures, including adjustments of the system’s design, additional safeguards if the
hazards cannot entirely be removed by design, or warning information to users.
When developing safety-critical systems, international standards and national
regulations provide guidance and best practices about processes and methods
for designing and verifying them. In addition, system safety and functional
safety standards demand the collection of evidence for standard compliance
during each step in the development and verification process of a safety-critical
product.

An essential activity in the development process is the safety analysis,
where hazards related to the system under development are identified, and the
risks are evaluated and classified. This classification stipulates the rigor of
complying with safety standard requirements and directing the development
and verification activities. Several techniques for safety analysis have been
identified in the literature and are applied in industrial development processes.

The technical evolution enables moving from developing single systems
with specific features towards attaching several independent systems to a system-
of-systems. On top of the trend towards connectedness, there is also a trend
towards more and more automation. In the vehicle domain, autonomous vehi-
cles can collaborate to achieve specific goals, like transporting goods in ware-
houses, transporting containers in automated ports, or transporting material
in off-road environments. Autonomy brings in new challenges when ensur-
ing product safety and functional safety for single systems due to the lack of a
human operator as a fallback solution. Further, when autonomous vehicles col-
laborate in a fleet, the safety analysis becomes even more complex since their
interaction and interoperability bring forth new hazards not identifiable with a
safety analysis of a single system.

This research aims to bridge this gap and provide solutions for specify-
ing a system-of-systems and finding and developing suitable safety analysis
methods. To understand the challenges and current practices, we have stud-
ied industrial projects where systems-of-systems are developed. We found that
existing safety standards recognize hazards related to a single product or the
malfunctioning of the product’s functions. However, the focus on single sys-
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ii

tems may not be sufficient for a system-of-system. Instead, the collaborat-
ing systems’ emergent behavior may lead to critical situations even though
there is no malfunction in any constituent system. One practical application of
systems-of-systems is an automated workflow and production process where
constituent systems are geographically distributed, such as a quarry with mov-
ing and stationary machines. Therefore, a fundamental aspect is understanding
these workflows and geographical characteristics to identify hazards related to
a specific geographical zone. Additionally, we applied and studied the System-
theoretic Process Analysis (STPA) in our context to identify critical control
actions. We apply a categorization of system-of-systems hazards described in
the literature to evaluate and discuss the safety analysis methods.

A significant activity required for the development of safety-critical prod-
ucts is to find hazards and hazardous events. This research focused on those
potential hazards caused by interaction, interoperability, and collaboration of
the constituent systems. Our industrial systems-of-systems studies found that
system features differ in their criticality depending on the geographical area
and workflow. To unearth critical situations, we proposed the Hazard identi-
fication for Systems-of-Systems(HiSoS) method that explicitly considers the
zonal geographic characteristics of such systems. We utilized this information
to enhance the Preliminary Hazard Analysis to be capable of capturing rele-
vant details. The application of the system theoretic process analysis (STPA)
in our industrial case has revealed limitations of the method when applied to
a system-of-systems. As an extension to STPA, we have utilized Petri Nets to
reveal critical situations caused by the inconsistency of states in the constituent
systems.

Clarity on what information is relevant and lack of the same are the major
limiting factors in performing a system-of-systems safety analysis. In this con-
text, we developed a process to support system-of-systems-centric safety anal-
ysis and explain the identified usage scenarios. The Safe System-of-Systems
(SafeSoS) method we have developed is a structured and hierarchical process
to discover and document the characteristics of a system-of-systems on three
primary abstraction levels.

One requirement for any safety analysis method to be practical and efficient
is that all relevant input must be provided. In addition, documenting a complex
system-of-systems requires providing specifications on different abstraction
levels. We utilize our SafeSoS method as a structure and apply model-based
techniques and formal methods to describe the characteristics of a system-of-
systems to support a safety analysis. Our research results support engineers in
the industry when designing a safety-critical system-of-systems.
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Populärvetenskaplig
sammanfattning

Säkerhetskritiska system kan fallera på ett farligt sätt med allvarliga konse-
kvenser för de inblandade människornas hälsa, kostsam utrustning, miljön eller
andra värdefulla tillgångar för en användare. För sådana system är utveck-
larna tvungna att noggrant analysera varje potentiellt farlig situation. Alla po-
tentiellt farliga situationer måste analyseras för identifieringen av riskreduc-
erande åtgärder. Detta inkluderar justeringa av systemets design, ytterligare
säkerhetsåtgärder om farorna inte helt kan avlägsnas genom design, eller varn-
ingsinformation till användarna. Vid utveckling av säkerhetskritiska system ger
internationella standarder och nationella bestämmelser vägledning och bästa
praxis om processer och metoder för att designa och verifiera dem. Dessu-
tom kräver systemsäkerhets- och funktionssäkerhetsstandarder dokumentation
av bevis för standardefterlevnad under varje steg i utvecklings- och verifier-
ingsprocessen av en säkerhetskritisk produkt. En väsentlig aktivitet i utveck-
lingsprocessen är säkerhetsanalysen, där faror relaterade till ett system som ska
utvecklas, identifieras och riskerna utvärderas och klassificeras. Denna klassi-
ficering anger hur strikt det är att uppfylla kraven från säkerhetsstandarder och
styr utvecklings- och verifieringsaktiviteterna. Flera säkerhetsanalysmetoder
har identifierats i litteraturen och tillämpas i industriella utvecklingsprocesser.

Den tekniska utvecklingen gör det möjligt att gå från att utveckla enstaka
system med specifika egenskaper till att koppla flera oberoende system till
ett system-av-system. Utöver trenden mot uppkoppling finns också en trend
mot mer och mer automatisering. Inom fordonsdomänen kan autonoma for-
don samarbeta för att uppnå specifika mål, som att transportera varor i lager,
transportera containrar i automatiserade hamnar eller transportera material i
terrängmiljöer som till exempel i bergtäkter. Autonomi medför nya utmaningar
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don samarbeta för att uppnå specifika mål, som att transportera varor i lager,
transportera containrar i automatiserade hamnar eller transportera material i
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iv

när det gäller att säkerställa produktens säkerhet och funktionell säkerhet för
enskilda system på grund av bristen på en mänsklig operatör som reservlösning.
När autonoma fordon samarbetar i en flotta blir säkerhetsanalysen dessutom
mer komplex eftersom deras interaktion och interoperabilitet ger upphov till
nya faror som inte kan identifieras med en säkerhetsanalys avsedd för ett en-
skilt system.

Denna forskning syftar till att överbrygga detta gap och tillhandahålla lösnin-
gar för att specificera ett system-av-system och hitta och utveckla lämpliga
säkerhetsanalysmetoder. För att förstå utmaningarna och nuvarande praxis har
vi studerat industriella projekt där system-av-system utvecklas. Vi fann att
befintliga säkerhets-standarder identifierar faror relaterade till en enskild pro-
dukt eller felaktig funktion i produktens funktioner. Fokuseringen på enskilda
system är inte tillräckligt för ett system-av-system. Istället kan de samverkande
systemens beteende leda till kritiska situationer även om det inte finns något fel
i något av ingående system. En praktisk tillämpning av system-av-system är
ett automatiserat arbetsflöde och produktionsprocess där ingående system är
geografiskt fördelade, såsom ett stenbrott med rörliga och stationära maskiner.

Därför är en grundläggande aspekt att förstå dessa arbetsflöden och ge-
ografiska egenskaper för att identifiera faror relaterade till en specifik geografisk
zon. Dessutom tillämpade och studerade vi den systemteoretiska processanal-
ysen (STPA) i vårt sammanhang för att identifiera kritiska situationer från
styrsystemets perspektiv. Vi tillämpar en kategorisering av faror för ett system-
av-system som beskrivs i litteraturen för att utvärdera och diskutera säkerhets-
analysmetoderna. En viktig aktivitet som krävs för utveckling av säkerhets-
kritiska produkter är att hitta alla faror och farliga händelser. Denna forskn-
ing fokuserade på de potentiella faror som orsakas av interaktion, interop-
erabilitet och samarbete mellan de ingående systemen. Våra studier av in-
dustriella system-av-system fann att systemegenskaper skiljer sig åt i sin kri-
tiska påverkan beroende på geografiskt område och arbetsflöde. För att avslöja
kritiska situationer föreslog vi Hazard identification for Systems-of-Systems
(HiSoS)-metoden som uttryckligen tar hänsyn till de geografiska egenskaperna
för sådana system. Vi använde denna information för att förbättra den pre-
liminära riskanalysen (PHA) för att kunna dokumentera relevanta detaljerna.
Tillämpningen av den systemteoretiska processanalysen (STPA) i vårt indus-
triella fall har understrukit begräns-ningar i metoden när den tillämpas på ett
system-av-system. Som en förbättring av STPA har vi använt Petri Nät för att
identifiera kritiska situationer som orsakats av inkorrekta tillstånd i de ingående
systemen.

Tydlighet i vilken information som är relevant och avsaknad av densamma
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system är inte tillräckligt för ett system-av-system. Istället kan de samverkande
systemens beteende leda till kritiska situationer även om det inte finns något fel
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ysen (STPA) i vårt sammanhang för att identifiera kritiska situationer från
styrsystemets perspektiv. Vi tillämpar en kategorisering av faror för ett system-
av-system som beskrivs i litteraturen för att utvärdera och diskutera säkerhets-
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v

är de huvudsakliga begränsande faktorerna för att utföra säkerhetsanalys för
ett system-av-system. I detta sammanhang utvecklade vi en process för att
stödja en system-av-system-centrerad säkerhetsanalys genom att beskriva de
identifierade användningsscenarierna. Vår Safe System-of-Systems (SafeSoS)
metod som vi har utvecklat är en strukturerad och hierarkisk process för att
upptäcka och dokumentera ett system-of-systems egenskaper på tre primära
abstraktionsnivåer. Ett krav för alla säkerhetsanalysmetoder som ska vara prak-
tiska och effektiva är att all relevant input måste tillhandahållas. För ett system-
av-system är detta en utmaning på grund av komplexiteten. Vi använder vår
SafeSoS-metod som en struktur och tillämpar modellbaserade tekniker för att
beskriva egenskaperna för ett system-av-system med syfte att stödja en säker-
hetsanalys. Våra forskningsresultat stödjer ingenjörer i branschen när de des-
ignar ett säkerhetskritiskt system-av-system.
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identifierade användningsscenarierna. Vår Safe System-of-Systems (SafeSoS)
metod som vi har utvecklat är en strukturerad och hierarkisk process för att
upptäcka och dokumentera ett system-of-systems egenskaper på tre primära
abstraktionsnivåer. Ett krav för alla säkerhetsanalysmetoder som ska vara prak-
tiska och effektiva är att all relevant input måste tillhandahållas. För ett system-
av-system är detta en utmaning på grund av komplexiteten. Vi använder vår
SafeSoS-metod som en struktur och tillämpar modellbaserade tekniker för att
beskriva egenskaperna för ett system-av-system med syfte att stödja en säker-
hetsanalys. Våra forskningsresultat stödjer ingenjörer i branschen när de des-
ignar ett säkerhetskritiskt system-av-system.
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Chapter 1

Introduction

Safety-critical systems may fail dangerously with severe consequences to the
health of the involved humans, costly equipment, the environment, or other
valuable assets of a stakeholder. For these classes of systems, the developers
are obliged to analyze each potentially hazardous situation thoroughly. In ad-
dition, any identified hazardous situation needs to be considered for risk re-
duction measures, including adjustments of the system’s design, additional
safeguards if the hazards cannot entirely be removed by design, or warning
information to users [1]. System safety is “the application of engineering
and management principles, criteria, and techniques to achieve acceptable risk
within the constraints of operational effectiveness and suitability, time, and
cost throughout all phases of the system life-cycle” [2]. When developing
safety-critical systems, international standards and national regulations pro-
vide guidance and best practices about processes and methods for designing
and verifying them. In addition, system safety and functional safety standards
demand the collection of evidence for standard compliance during each step
in the development and verification process of a safety-critical product. As an
initial phase, potential hazards related to a product need to be identified and
analyzed. Safety analysis methods applied in development processes in indus-
try are, for example, Preliminary Hazard Analysis (PHA) [3], Hazard and Risk
Assessment (HARA) [4], Fault Tree Analysis (FTA) [5] and Failure Mode and
Effect Analysis (FMEA) [6]. PHA and HARA are applied during early phases
in the development process to list and evaluate possible hazards related to the
product to be developed. FTA and FMEA are applied during later stages in
the development process as they require detailed knowledge about the targeted
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4 Chapter 1. Introduction

architecture and the used components.
Semi-automated and automated products are all around us. For example,

we use automated lawnmowers, pool cleaners, and vacuum cleaners in our
homes and gardens to support us and reduce our time on those activities. In
addition, drivers of cars are assisted when parking the car (park assist), sup-
porting safety by keeping the lane when driving (lane assist), or ensuring a
safe distance to the vehicle in front (adaptive cruise control). We can recog-
nize a trend in the industry going from assisting features towards automating
operation tasks to reducing the risk for human failure and increasing efficiency.
Except, autonomy brings in new challenges when ensuring product safety and
functional safety for single systems due to the lack of a human operator fall-
back possibility.

Generally, we categorize automated systems by their purpose in terms of
collaboration and interaction with other systems. In the first category, auto-
mated systems like automated cars shall transport passengers, but collaboration
with other cars is not directly required to perform this task. The second cate-
gory contains those types of automated systems that are designed to collaborate
with other systems in a repetitive workflow. In the earth-moving machinery do-
main, automation of machines enables the improvement of production work-
flows and increases production efficiency. Such collaborating systems can be
seen as system-of-systems (SoS). A system-of-systems is a “set of systems or
system elements that interact to provide a unique capability that none of the
constituent systems can accomplish on its own” [7]. When autonomous ve-
hicles collaborate in a fleet, the safety analysis becomes more complex since
their interaction and interoperability bring forth new hazards not identifiable
with a safety analysis of a single system.

This research started with the industrial research project Electric Site [8],
which had the task of developing a fleet of autonomous machines. Those ma-
chines had to operate in an open surface mine integrated into the existing pro-
duction processes. The goal of this thesis was set to find methods to achieve
safety for the SoS.

To understand the challenges and current practices, we studied industrial
projects that developed systems-of-systems. We found that existing safety stan-
dards only consider the malfunctioning of critical functions in a single system,
which may not be sufficient for an SoS. Instead, the collaborating vehicles’
emergent behavior may lead to critical situations even though there is no mal-
function in a single vehicle. Based on our findings and literature studies, we
found that there seems to be no solution available which are directly applicable
in an industrial context.
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5

This thesis is structured into two main parts. The first part contains the
description of the research conducted in the scope of this Ph.D. thesis. The
second part contains the research articles we include in this Ph.D. thesis. The
first part of this Ph.D. thesis is structured as follows: First, in chapter 2, we
provide the background and terminology related to our work. We base our
research on industrial cases, which we describe in chapter 3. The research
methods applied leading to the results of our research are presented in chap-
ter 4 containing details about the applied research process, the problem to be
solved, and the research questions. The research contributions of this thesis
are described in chapter 5 and the related work is presented and discussed in
chapter 6. In chapter 7, we discuss the results and limitations. We conclude the
first part of this Ph.D. thesis in chapter 8 and highlight future work. In the sec-
ond part of this Ph.D. thesis, in chapter 9 to chapter 14, the included research
publications are listed.
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Chapter 2

Background

This chapter provides the background to our research presented in this Ph.D.
thesis.

2.1 Systems and System-of-Systems
We are using the terms system and system-of-systems throughout this work.
We present the common definitions of the terms and explain our understanding
of these terms.

2.1.1 System
There are various definitions of the term system in literature. However, a gen-
eral definition of the term system is provided in MIL-STD-882E [2]. A system
is “the organization of hardware, software, material, facilities, personnel, data,
and services needed to perform a designated function within a stated environ-
ment with specified results” [2]. Depending on the scope, a system may be
defined differently. “A system is a set of components that act together as a
whole to achieve some common goal, objective, or end. A system may contain
subsystems and may also be part of a larger system” [9]. Alternatively, Avizie-
nis [10] is defining a system as “an entity that interacts with other entities, i.e.,
other systems, including hardware, software, humans, and the physical world
with its natural phenomena”. Since functional safety standards focus on the
malfunctioning behavior of the embedded system in, for example, trucks or
cars, the functional safety standard ISO 26262 defines the term system as a
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8 Chapter 2. Background

“set of components or subsystems that relate at least a sensor, a controller, and
an actuator with one another” [4]. However, typical for all systems is that a
prefined function needs to be achieved by the system’s elements.

2.1.2 System-of-Systems
In comparison to the term system, a system-of-systems is defined as “a set or
arrangement of interdependent systems that are related or connected to provide
a given capability” [2]. More specifically, the standard ISO 21841 defines that
a system-of-systems consists of a “set of systems or system elements that in-
teract to provide a unique capability that none of the constituent systems can
accomplish on its own” [11]. Thus, a constituent system in this context is an
“independent system that forms part of a system-of-systems (SoS)” [11].

Types of SoS

One question to be answered is what types of system-of-systems can exist.
A commonly accepted categorization of types of SoS has been proposed by
Maier [12]. The author uses the way an SoS is organized and managed as the
parameter to differentiate them.

• Directed SoS
In a directed SoS, the constituent systems are managed and coordinated
by a central system. To exemplify, this can be a server or a master sys-
tem coordinating the slave systems in an SoS. In this case, the purpose
of the system-of-systems is defined. The constituent systems have to
participate in fulfilling this purpose.

• Collaborative SoS
In a collaborative system-of-systems, there is no central management
unit. Instead, the constituent systems are free to join the system-of-
systems to serve the purpose of the SoS. In a collaborative SoS, rules
and communication protocols are defined to serve the collaboration.

• Virtual SoS
In a virtual SoS, Maier locates those system-of-systems, which do not
have a central control unit and have a common acknowledged purpose.
In this case, the emergent behavior resulting from interoperability and
interaction of the constituent systems is the purpose of the emergent sys-
tems. This emergent behavior can be intended or unintended.
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Dahmann and Baldwin [13] add an additional type of system-of-systems:

• Acknowledged SoS
An acknowledged SoS is, according to the authors, similar to a directed
SoS utilizing a coordinating unit. The difference is that each constituent
system is independent and has independent objectives.

Characteristics of an SoS

Various characteristics to highlight the differences between systems and system-
of-systems have been listed in the literature.

• Operational independence of the elements [12]
Operational independence is a characteristic of each constituent system.
A constituent system must have its purpose and can be operated alone
without being integrated into a system-of-systems.

A wheel loader can be operated as stand-alone in an open surface mine
and can also be used to transport material. However, transporting a tar-
geted amount of material may require a collaboration of machines to
achieve this goal.

• Managerial independence of the elements [12, 13]
Managerial independence relates to the fact that the constituent systems
do not need to be developed and designed by one manufacturer. Instead,
different companies provide constituent systems with individual mainte-
nance cycles.

The machines from different competing suppliers may be integrated into
a typical workflow in an open surface mine.

• Evolution [12]
A specific characteristic for a system-of-systems is evolution. Maier[12]
points out that an SoS may change over time and do not remain static.
Likewise, systems or capabilities may change over time.

In an open surface mine context, the required machines may change
depending on the production requirement. Additionally, replacing ma-
chines or updating them may require adjustments in the interfaces or the
site control system.

• Emergent behavior [12, 14, 13]
The purpose of integrating systems into a system-of-systems is to enable
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functions that none of the single systems can realize alone. The emergent
behavior results from the interaction of the constituent systems resulting
in intended and unintended emergent behavior. Unintended emergent
behavior is the behavior of the system-of-systems, which was not recog-
nized during development.

The intended behavior of the system-of-systems in the open surface mine
case is transporting a specific amount of material from one point to an-
other. Unintended emergent behavior could occur if, for example, a new
vehicle joins the system-of-systems and not all constituent systems’ mis-
sions are adjusted to this change yet. Then, the already joined machines
may misinterpret the new vehicle and make unforeseen decisions.

• Geographic distribution [12]
The constituent systems are distributed over an area and are not required
to work closely together. Instead, the geographic distribution requires
a communication network for the constituent systems to share informa-
tion.

The machines in an open surface mine are distributed over the complete
site, and each machine has a specific purpose in a distinct area.

• Autonomy [14]
Autonomy refers to the characteristics of each constituent system of be-
ing independent of the SoS. Thus, by the autonomy of each constituent
system, the purpose of the SoS is achieved.

Each machine is operated independently in the automated quarry site,
and by collaboration, the targeted amount of material can be transported.

• Belonging [14]
Boardman et al. [14] discuss the term belonging as one characteristic
of a system-of-systems. The authors point out the benefits of joining
an SoS. Depending on the type of SoS, individual systems may have the
possibility to join an SoS but not the requirement. There may be personal
benefits or global benefits. A truck driver may decide to join a platoon
of trucks to reduce fuel consumption. However, the truck driver is not
obliged to join the platoon.

A human-operated wheel loader in an automated quarry site may join the
SoS and increase productivity. In this case, the benefit must be seen as a
whole, e.g., the number of tons of material produced per hour.
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2.2 Safety 11

• Connectivity [14]
The connectivity between the constituent systems must be assured to op-
erate together in an SoS and provide the required capabilities. Interfaces
and shared data must be adjusted to meet the needs. The legacy sys-
tems may require adjusted interfaces, and additional data may need to be
shared.

It is, for example, not required for a human-operated wheel loader to
broadcast its GPS position when operating as stand-alone in an open
surface mine. When this machine is integrated into an SoS, its position
must be known to other systems or autonomous systems to realize traffic
management and avoid, for example, collisions.

• Diversity [14]
Boardman et al. [14] point out that designing an SoS is distinct from de-
veloping a single system. The components shall serve a specific purpose
and realize a function for a system. An SoS can be much more complex,
and a broader set of functions must be achieved.

To summarize, the types of SoS presented in the literature are abstract.
Therefore, it is questionable if the list of SoS types is complete or if combi-
nations and hybrid variants are possible. The characteristics listed above are
widespread and defined from specific application scenarios and examples.

2.2 Safety
Safety is defined as the “absence of catastrophic consequences on the user(s)
and the environment” [10]. Other definitions clarify the unwanted consequences
for the users as in the MIL-Std-882E [2], where safety is defined as “freedom
from conditions that can cause death, injury, occupational illness, damage to
or loss of equipment or property, or damage to the environment.” The term
safety is often associated with passengers’ safety in, for example, a car when
in a critical situation. Often the terms active safety or passive safety are used.
Active safety is grouping features and technology with a focus to avoid acci-
dents. A typical example of such a system is the Anti-lock Braking System
(ABS), which ensures the steerability and directional stability of a car dur-
ing braking by prohibiting the locking of the wheels. Another example is the
Electronic Stability Program (ESP), which supports the driver when a loss of
steering control is detected by braking specific wheels. On the other hand, pas-
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12 Chapter 2. Background

sive safety covers systems that aim to reduce the severity in situations of an
accident. Examples of such systems are seatbelts or airbags.

2.2.1 System Safety
System safety is “the application of engineering and management principles,
criteria, and techniques to achieve acceptable risk within the constraints of
operational effectiveness and suitability, time, and cost throughout all phases
of the system life-cycle” [2].

Any condition that can cause critical accidents must be analyzed. Then,
appropriate measures must be taken to either avoid the condition or reduce the
severity if a critical condition cannot be avoided. Driving cars is dangerous
because, in case of an accident, the safety of the passengers or other humans
around is at risk. Therefore, traffic rules have been set up, and only authorized
drivers can drive cars to reduce the likelihood of critical situations. If still, an
accident occurs, modern cars are equipped with seatbelts and airbags to reduce
the severity on the passengers, i.e., the passengers may not be severely injured.

Understanding critical situations and identifying risk reduction measures is
part of designing a critical system. ISO 12100 [1] is an ISO standard guid-
ing practitioners to conduct a risk assessment and to identify risk reduction
measures and is applied in the earth-moving machinery domain. Such a risk
assessment shall “provide designers with an overall framework and guidance
for decisions during the development of machinery to enable them to design
machines that are safe for their intended use” [1].

As a first step, the hazards related to a product shall be identified. A hazard
is “a real or potential condition that could lead to an unplanned event or series
of events (i.e., mishap) resulting in death, injury, occupational illness, damage
to or loss of equipment or property, or damage to the environment” [2]. A haz-
ard is therefore not per se leading to accidents. Instead, it requires a situation
in which a hazard can lead to an accident. Leveson [15] points out that a haz-
ard is “a system state or set of conditions that, together with a particular set of
worst-case environmental conditions, will lead to a loss.” A hazardous event
is a “combination of a hazard and an operational situation” [4]. A hazard is
likely to become an accident only in a specific situation. The stop of an engine
of an airplane is, for example, not critical when it is parked on the ground.
However, a stop of an engine is critical when flying in the air. The potential
causes must be analyzed to find faults or failures of system components. A
fault is an “undesired anomaly in the functional operation of an equipment or
system” [3]. A failure is “the inability of a system, subsystem, or component
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2.2 Safety 13

to perform its required function” [3]. The modes in which a component can
fail can be analyzed in a Failure Mode and Effect Analysis (FMEA) [16].

However, failing components and faults are related to the operation of a
product. Specific for ISO 12100 is that hazards must be identified for all prod-
uct life cycle phases, including, for example, production or maintenance, which
are not considered in other standards.

The protective measures provided in ISO 12100 that can be considered
during the design of a machine are grouped into three categories

• Inherently safe design measures
As a first choice when designing a product, the product’s design is ad-
justed to reduce the risk of the identified hazards. It is also possible to
eliminate hazards by appropriate design choices.

• Safeguarding and complementary protective measures
If the risks cannot be reduced sufficiently, additional protective mea-
sures must be considered. An example of such safeguarding is protec-
tion against falling objects, which may require barriers around a machine
during the operation. The standard ISO 12100 also requires that foresee-
able misuse of the product is analyzed. Foreseeable misuse occurs when
operators bypass safety mechanisms caused by a lack of concentration,
work under high time pressure, or unawareness of a risk zone. There-
fore, additional safeguards may be required to reduce the probability of
foreseeable misuse.

• Information for use
Machines and the working environment are dangerous, and the operators
working with the machine must be informed about the residual risks.
The design shall be inherently safe, and information for use is not to be
considered as a simple fallback.

The identified hazards shall be traced through the development process and
verified that the design choices reduce the risks as intended.

The inherently safe design must be assured during the development of each
subsystem. The physical hardware, ergonomics, hydraulics, and E&E (electri-
cal and electronic) system must be designed appropriately. For each technical
area, the developers need to identify how a failure of a subsystem or component
can contribute to the identified hazards.

2.2 Safety 13

to perform its required function” [3]. The modes in which a component can
fail can be analyzed in a Failure Mode and Effect Analysis (FMEA) [16].

However, failing components and faults are related to the operation of a
product. Specific for ISO 12100 is that hazards must be identified for all prod-
uct life cycle phases, including, for example, production or maintenance, which
are not considered in other standards.

The protective measures provided in ISO 12100 that can be considered
during the design of a machine are grouped into three categories

• Inherently safe design measures
As a first choice when designing a product, the product’s design is ad-
justed to reduce the risk of the identified hazards. It is also possible to
eliminate hazards by appropriate design choices.

• Safeguarding and complementary protective measures
If the risks cannot be reduced sufficiently, additional protective mea-
sures must be considered. An example of such safeguarding is protec-
tion against falling objects, which may require barriers around a machine
during the operation. The standard ISO 12100 also requires that foresee-
able misuse of the product is analyzed. Foreseeable misuse occurs when
operators bypass safety mechanisms caused by a lack of concentration,
work under high time pressure, or unawareness of a risk zone. There-
fore, additional safeguards may be required to reduce the probability of
foreseeable misuse.

• Information for use
Machines and the working environment are dangerous, and the operators
working with the machine must be informed about the residual risks.
The design shall be inherently safe, and information for use is not to be
considered as a simple fallback.

The identified hazards shall be traced through the development process and
verified that the design choices reduce the risks as intended.

The inherently safe design must be assured during the development of each
subsystem. The physical hardware, ergonomics, hydraulics, and E&E (electri-
cal and electronic) system must be designed appropriately. For each technical
area, the developers need to identify how a failure of a subsystem or component
can contribute to the identified hazards.

45
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2.2.2 Functional Safety

For the embedded system, i.e., all electronic and electric components (E&E),
the impact of a malfunctioning behavior needs to be considered during devel-
opment. Moreover, more and more features are realized using software result-
ing in a complex system with many dependencies. Therefore, functional safety
standards are developed to guide developers in assuring the safety of the em-
bedded systems. Functional safety is defined as the “absence of unreasonable
risk due to hazards caused by malfunctioning behaviour of E&E systems” [4]
and is part of the overall system safety. A failure in one part of the E&E sys-
tem may lead to accidents with damaged equipment, injuries, or even the loss
of lives.

As a first step, potential hazards are identified by performing a hazard anal-
ysis like the Preliminary Hazard Analysis (PHA) on the system level. A hazard
related to functional safety is defined as a “potential source of harm caused by
malfunctioning behaviour of the item” [4]. Then, the different product applica-
tion scenarios and the impact of failures of product functions in these scenarios
are analyzed. The functional safety standards like ISO 26262 provide different
levels for estimating the severity, probability of a possible accident, and if the
operator can avoid the situation (controllability). These parameters are used to
calculate each hazard’s safety integrity level. It covers four levels SIL 1-4 for
the IEC 61508 [17] and ASIL A-D for ISO 26262 [4], where SIL 4 or ASIL D
are the highest levels. The higher the level, the more rigorous requirements
from the standards must be followed during development. The SIL/ASIL help
to compare the criticality of hazards, and the standards specify requirements
on processes and methods to avoid unreasonable residual risks.

During development, when details about the system are available, other
hazard analysis techniques like Fault Tree Analysis (FTA) and Failure Mode
and Effects Analysis (FMEA) are conducted to systematically analyze potential
failures of components and the impact on the system level. The information
helps to reduce the number of residual risks further.

In many domains, functional safety standards have been developed to guide
practitioners in identifying and avoiding faults in the systems to be developed.
Domain-specific functional safety standards are tailored to support the specific
characteristics of the products. For example, the functional safety standard
for the automotive domain ISO 26262 [4] is not directly applicable for the
earth-moving machinery domain. For the earth-moving machinery domain,
standards like ISO 13849 [18] or ISO 19014 [19] are more suitable. For some
topics referring to the more general standard IEC 61508 [17] is necessary. The
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goal of the functional safety standards is to provide methods to identify and
avoid random failures for electronic hardware and systematic failures for soft-
ware. Systematic failures are “related in a deterministic way to a certain cause,
that can only be eliminated by a change of the design or of the manufacturing
process, operational procedures, documentation, or other relevant factors” [4].
Systematic failures can be avoided by applying a rigorous development pro-
cess, proper specifications, and the same understanding in an organization of
what shall be developed. The standards propose a development process requir-
ing, for example, specific methods to be applied for development, independent
verification and validation, and collection of safety arguments.

The overall safety life-cycle described in the IEC 61508 is presented in
Figure 2.1 and is similar to the other functional safety standards. This safety
life-cycle assumes that products are developed from scratch, and a V-Model-
based development process is used.

Typically, the standards require defining the scope and usage scenarios
(box 1, box 2) necessary to perform a hazard and risk analysis (box 3). Then the
safety goals are derived, and safety requirements are formulated (box 4). Fi-
nally, the safety requirements are allocated to the architecture elements (box 5).
Boxes 1-5 are performed on the product level. The outcomes are used to iden-
tify affected subsystems like hydraulics, mechanics, and E&E. The functional
safety standards solely focus on the malfunctioning behavior of the E&E sys-
tem. The developers of the E&E system specify the E&E related requirements
in an E&E system safety specification (box 9). The standards define spe-
cific processes and requirements for the involved E&E hardware and software
(box 10) in detailed safety life cycles. After development, all parts are installed
in the final product (box 12) and validated (box 13). Even the operation, main-
tenance, repair (box 14), and decommissioning (box 16) need to be considered
since the malfunctioning behavior of a subsystem can lead to accidents even in
those phases of the product life cycle. IEC 61508 defines planning activities
like operation and maintenance (box 6), safety validation (box 7), and planning
of the installation and commissioning (box 8). In addition, modifications and
changes need to be analyzed thoroughly (box 15). Since the functional safety
standards like IEC 61508 and ISO 26262 describe processes and requirements
for developing the E&E subsystem of a safety-critical product, the interaction
with other subsystems like hydraulics or mechanics needs to be clearly de-
fined. Technical solutions or changes may impact the safety goals and safety
argumentation of the E&E subsystem.
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Figure 2.1: IEC 61508 Safety Lifecycle
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2.3 Safety Analysis Methods

Safety analysis methods are essential tools necessary to identify hazards and
their effects on the system level or for a user. Apart from analyzing the effects
of a potential failure, the causal factors need to be identified. This information
will help to improve the design. Safety analysis methods can be distinguished
into two major groups.

The first group contains methods to identify and evaluate hazards during
early development phases. Typical examples are the Preliminary Hazard Anal-
ysis (PHA) [20], Hazard and Risk Assessment (HARA) [4], the Machine Con-
trol System Safety Analysis (MCSSA) [19], or the Hazard and Operability
Analysis (HAZOP) [21].

Main product functions and features need to be known as input for these
safety analysis methods. The operation modes of the targeted system shall be
identified, for example, idling, working, or maintenance for the earth-moving
machinery domain. In brainstorming meetings with experts, each operational
mode will be analyzed to find how a failure of a function may lead to ac-
cidents. As proposed by HAZOP, guide words can provide further structure
to such an analysis and stimulate the analysis meetings. When applying PHA,
HARA or MCSSA, each identified hazard will be rated by estimating the sever-
ity of a potential accident, the probability this failure could occur, and how the
humans involved can avoid the accident from happening by the controls avail-
able, which is used to calculate a rating of a hazard, i.e., SIL [17], ASIL [4], or
PL [18]. These ratings tailor the development processes required by the func-
tional safety standards.

The second group of hazard analysis methods is applied during develop-
ment to trace the identified top-level hazards and analyze the used architecture
and components. Typical examples in this group are the top-down analysis
method FTA [5] or the bottom-up analysis method FMEA [16]. FTA uses a
tree structure, where a root node is a top-level event that shall be avoided, and
the leave nodes are representing components in the architecture of the system
to be developed [22]. FMEA is a safety analysis method using a table to list
and analyze all safety-related components of a system. The FMEA is revisited
to analyze if the applied countermeasures will reduce the identified risk.

In the following, we explain safety analysis methods widely applied in to-
day’s industry.
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2.3.1 Preliminary Hazard Analysis - PHA
A preliminary hazard analysis (PHA) is one of the first hazard analysis methods
in a project where an early design or a list of functions can be analyzed. This
method aims to find potential hazards related to product features that need to
be traced through software and hardware development. Thus, it builds the base
for the development of safety-critical products.

Required Inputs

Before starting the process to conduct a PHA, all relevant inputs must be avail-
able. Information about targeted product functions and product modes of op-
eration must be known a priori. Information on the product’s usage scenarios
must be available to identify critical scenarios. Often products are further de-
veloped, and knowledge about hazards may be available from earlier product
generations. All guidance and knowledge from earlier product generations will
support the PHA process. If such information is not available, a generic hazard
list [1] may help to brainstorm about possible hazards. Hazards are not limited
to functions but may also include environmental hazards like leakage of oil or
workplace hazards such as vibrations in a machine’s cabin.

Analysis Process

In the following, we explain how a PHA is conducted.
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Figure 2.2: Preliminary Hazard Analysis - Example Worksheet

The PHA is applying a table format to document the hazards and evaluate
them as shown in Figure 2.2.

• ID The ID field is used to create a unique identifier for each hazard
in this list to enable traceability of the hazards through the following
development process steps.
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• Hazard The hazards related to a product or feature are listed in the haz-
ard field. It can be helpful to utilize a generic hazard list [1], which is
either generic or specific for the product type. If similar products have
been developed earlier, knowing potential hazards will reduce the time
effort required for this analysis.

• Mode / Phase In the column Mode / Phase, details about the product
mode or usage phase are essential for the analysis. For example, when a
vehicle travels fast, an unintended activation of parking brakes may lead
to critical accidents.

• Causes The potential causes for the hazard might be known already, and
such details can be added. Typical causes may include defects in any
subsystem like hardware or software and human errors or foreseeable
misuse.

• Effects Now the effects of the hazard on the system level need to be
captured. As a rule of thumb, the most critical cases should be listed.
To exemplify, an unintended activation of the parking brake is annoying
for a customer if this happens during the machine’s startup and it does
not move. More critical is the unintended activation of the parking brake
during fast driving because the operator or bystanders can be injured.

• Risk Evaluation Each identified hazard is evaluated and classified to
compare and prioritize. For such an evaluation, the severity of a pos-
sible accident is estimated. Additionally, how often the system is in a
specific critical situation (probability, frequency) and if the human oper-
ator is aware and can avoid the critical situation (controllability). Based
on these three parameters, it is possible to derive the Safety Integrity
Level (SIL) [17], Automotive Safety Integrity Level (ASIL) [4] or Per-
formance Level (PL) [18] depending on the standard applicable for a
specific domain.

• Recommended action / Risk Reduction Strategy Recommended ac-
tions for risk reduction and risk mitigation need to be identified. To
exemplify, this may include measures to improve an operator’s control-
lability or reduce the severity in case of an accident. The recommended
actions will guide the development processes of each subsystem.

• Risk Evaluation after Risk Reduction Strategy Once the risk reduc-
tion strategy is chosen, the evaluation of the hazards needs to be revisited
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20 Chapter 2. Background

during later stages of the development to check if the hazards are reduced
sufficiently or if further actions are necessary.

• Comment Comments about a hazard, the mitigation strategy, or describ-
ing a specific situation can be useful to understand the outcomes of the
PHA meetings when revisiting the table during later stages in the project.

• Status If a hazard is open, considered, or closed can be captured in the
status field. During later stages in the development process, the status of
each hazard is updated. All hazards shall be either closed or considered
when the product is industrialized.

The PHA table is a living document and will need to be revisited, refined, and
adjusted if needed.

Outputs

Apart from a list of hazards, possible critical situations and potential accidents
will be identified. Additionally, the causes of those hazards are listed, indicat-
ing which subsystems must be developed with higher rigor. Another output is
mitigation methods suitable to the types of hazards. These mitigation methods
are not limited to technical solutions and may include concepts to reduce the
risk for human errors as described in ISO 12100 [1].

Safety analysis methods similar to PHA

Several other safety analysis methods apply a similar structure as the PHA. The
Hazard and Risk Assessment (HARA), for example, described in ISO 26262 [4]
has a different scope and abstraction level. While a PHA on a product level can
help identify product-related hazards, the HARA focuses on identifying haz-
ards caused by the malfunctioning behavior of the E&E system in a vehicle.
Therefore, the functions realized by the E&E system need to be provided as
input. Based on the evaluation of severity, probability, and controllability for
each hazard, the Automotive Safety Integrity Level (ASIL) is calculated.

The Machine Control System Safety Analysis (MCSSA) is the safety anal-
ysis and hazard evaluation method described in the ISO 19014 [19]. This stan-
dard is a functional safety standard specific for the earth-moving machinery
domain. ISO 19014 requires adding more detailed knowledge about the con-
trollability in a hazardous event. For this purpose, the standard proposes to use
the following additional factors to evaluate the controllability:
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• Alternative controls (AC)
Are alternative controls available to manage a situation? For example,
this can be an emergency button located in the cabin of an earth-moving
machine.

• Awareness of hazard (AW)
To put the machine into a safe state, the operator must be aware of the
hazardous situation and how to control it. This parameter is provided
using four levels from no awareness of a hazard (AW0) to known before
the action of function (AW3)

• Ability to react (AR)
At last, the ability to react to a critical situation is evaluated. Again four
categories are provided from that the operator cannot react in time (AR0)
to that the operator can react in time and that the response is a natural
reaction (AR3). If, for example, an emergency stop button is located
inside the operator’s cabin, then there is an alternative control available.
However, supposing the emergency button is hidden or hard to reach, the
operator will not control the situation on time when required.

All safety analysis methods described in this section have in common that
they are applied during the early stages of the development process. Depen-
dencies between product features or functions are not captured and, therefore,
not analyzed. As a result, each function is examined separately, and hazards
caused by interaction defects will not be possible to find and analyze. Haz-
ards related to working processes are not possible to identify as well. For this
purpose, a Hazard and Operability Analysis (HAZOP) needs to be conducted.
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2.3.2 Hazard and Operability Analysis - HAZOP

The hazard and operability study (HAZOP) has its origins in the chemical in-
dustry, where failures in complex processes can lead to unwanted chemical
chain reactions with possibly severe consequences for humans, equipment, and
the environment. “Hazop is a particular type of hazard analysis that finds out
the problems of operability in the design and identifies any hazards involved in
operating the plant” [23].

This safety analysis method aims to identify possible deviations from the
intended operation. However, the method is not limited to the chemical indus-
try or complex production processes. Instead, it is also applicable to study haz-
ards in assemblies, subsystems, components, software procedures, or human
error in the context of workflow processes. Additionally, a HAZOP can be ap-
plied for conceptual and top-level design when developing complex systems.
In an industrial context, a HAZOP can also be applied to analyze automated
tool chains [24].

Specific for the HAZOP as a safety analysis method, guide words are pro-
vided to support the brainstorming meetings to find all relevant hazards.

These guide words are combined with a parameter to find deviations of the
intended function or process.

Required Inputs

Appropriate documentation must be provided as input depending on the tar-
geted item to analyze. Process flow diagrams and information on each process
step are essential when a process shall be analyzed. Similarly, a system de-
sign must be made available. The boundaries for the system or process to be
analyzed help to limit the analysis’s scope and complexity.

Analysis Process

The guide words are a key concept of the HAZOP analysis and shall stimulate
the analysis meetings. There is a wide range of possible guide words available
to choose from as exemplified in Table 2.1 which is based on [23, 3]. A critical
step at the beginning of a HAZOP is to decide which guide words are suitable
for the target to be analyzed. In addition, it is helpful to add a specific explana-
tion for each guide word used to remember and have a common understanding
during the complete analysis.
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Guide word Meaning

NO or NOT (or none) The intended operation or process is not
running at all.

More Quantitative increase in comparison to the
intended quantity.

LESS Quantitative decrease in comparison to the
intended quantity.

OTHER The function or operation is not running as
intended.

EARLY/LATE LATE is a delay in the intended operation,
a delayed control command, or feedback
from a sensor. EARLY covers those cases
when an operation or function is running
too early.

PART OF Only a part of the intended operation is
achieved.

REVERSE The operation is logically opposite to the
intended operation. This could mean that
the vehicle is steering in the opposite di-
rection for a steering command.

OTHER THAN A completely different function or opera-
tion is running instead of the intended one.

BEFORE/AFTER Failure of sequence order of tasks in oper-
ation or communication sequences.

FASTER/SLOWER Another guide word for finding timing-
related hazards. A function or operation is
not running with the intended duration.

Table 2.1: HAZOP guide words examples

The HAZOP is like PHA applying a table worksheet to document the haz-
ards identified during the meetings. In Figure 2.3 a HAZOP worksheet is ex-
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Figure 2.3: HAZOP - Example table

emplified.

• ID The ID field is similar to the field in a PHA where it is used as a
unique identifier for each hazard to enable traceability during the devel-
opment process.

• Item The item is the part of the system or process that shall be studied.
These can be physical elements or parts of the function.

• Function / Purpose The purpose of the item needs to be explained.
These details shall support the analysis.

• Parameter to study Complex systems have many purposes and are ap-
plied in different contextual relations. Therefore, this parameter, to-
gether with a guide word, will lead to a deviation.

• Guide word A guide word is chosen to find a critical deviation. A suit-
able guide word shall be chosen fitting to the parameter and could lead
to hazards.

• Effects / Consequences The resulting deviation can result in severe con-
sequences. Accordingly, the effects on product level must be captured.

• Cause The potential causes leading to the deviation shall be investigated.
For this purpose, additional details about the system or process must be
provided.

• Hazard Based on this information, the hazard can be described.

• Risk Evaluation Each hazard will be evaluated to find the most critical
hazards.
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able guide word shall be chosen fitting to the parameter and could lead
to hazards.

• Effects / Consequences The resulting deviation can result in severe con-
sequences. Accordingly, the effects on product level must be captured.

• Cause The potential causes leading to the deviation shall be investigated.
For this purpose, additional details about the system or process must be
provided.

• Hazard Based on this information, the hazard can be described.

• Risk Evaluation Each hazard will be evaluated to find the most critical
hazards.
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Recommended actions and a status field are also suitable for HAZOP but do
not differ from the PHA described above.

Outputs

A list of hazards is the main output from the HAZOP safety analysis method.
Additionally, risks and risk-reducing recommended actions are identified to
guide the further development process.

Summary

In a HAZOP, each item and parameter are analyzed separately. Therefore, rela-
tionships and dependencies between parts are not visible and detectable. Doc-
umentation like process flows or block diagrams aids the analysis [3]. Finding
the correct abstract level and not getting lost in details requires an experienced
team.
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2.3.3 Failure Mode and Effect Analysis - FMEA
The failure mode and effect analysis (FMEA) is a safety analysis method that
has its roots already back in 1949 when the United States Department of De-
fense has specified the safety analysis method in MIL-P-1629 which has been
further refined in MIL-1629A [6]. The FMEA has been adapted to an interna-
tional standard IEC 60812 [16] and is widely used in industry today.

In 1949 the functions of a product were realized by electronic components
with a limited amount of software. Therefore, an FMEA focuses on analyzing
how a component’s failure can lead to severe consequences on the system level.
The FMEA is an inductive safety analysis method. Induction is the assumption
that truth can be derived with a certain probability by studying each element
independently. In an FMEA, every single component is analyzed to find those
critical elements whose failure may lead to a critical consequence.

An FMEA is finding elements that can fail and how those are failing. In this
context, it is essential to investigate how often an element fails. For each failure
identified, the effects within the system need to be derived. Additionally, each
effect will need to be mapped to severe consequences on the product level, for
example, a user or bystander.

Generally, there are two types of FMEA. First, a Product FMEA analyses
the design of a system or product by studying each element and how its failure
can affect the intended operation of the system. The second type of FMEA is
the Process FMEA, in which processes are examined by studying each process
step.

Required Inputs

Generally, detailed knowledge about the system to be studied must be pro-
vided. The design of the system or product must include details on each of its
elements. Knowledge about failures and applicable relevant failure mode types
are useful [3].

Analysis Process

In this section we describe details of a typical FMEA workshop shown in Fig-
ure 2.4.

• ID The identifier helps to trace each identified item failure.

• Item Each component or process step to be studied is listed in the item
column.
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Figure 2.4: FMEA - Example Worksheet

• Failure Mode A failure mode is the “manner in which failure occurs” [16].
Thus, the failure mode indicates how an item is failing. For electronic
hardware components, this can be, for example, open circuits, short cir-
cuits, and also wearing. For software components, incorrect startup or
incorrect operation may be possible failure modes.

• Cause of Failure How this failure could occur shall be identified. For
example, this can be material defects for electronic hardware compo-
nents or not changing state as intended for software.

• Immediate Effect The immediate failure effect is the “consequence of
a failure, within or beyond the boundary of the failed item” [16]. If a
radar sensor is failing silent, the immediate effect will be that the vehicle
system is not informed about a possible obstacle ahead.

• System Effect Now, the effect of the failure on the system or product
level is derived. In our case, the result would be that vehicle is colliding
with an obstacle, leading to severe injuries for the vehicle operator.

• Severity By the help of the parameter severity, the severity of the system
effect on a product level is assessed. Usually, the severity of the effect
contains ten different levels reaching from very low severity (1) to high
severity with fatal injury (10).

• Methods of Prevention This information shall be provided if methods
or concepts are already implemented to prevent failure.

• Probability of Occurrence The parameter probability of occurrence
provides means to assess how likely it is that the specific component is
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in the specific failure mode given the existing prevention methods. If no
data about a specific component or function is available, the probability
of occurrence is estimated. Like the severity parameter, the probability
of occurrence usually contains ten different levels. These can be well-
proven components applied in similar products (1) or completely new
components and functions where no previous data is available (10).

• Methods of Detection Diagnostic functions during run-time can detect
the failure, and appropriate action can be taken. Alternatively, appropri-
ate verification techniques are required to detect the failure.

• Probability of Detection The ability of the method to detect the failure
is assessed using the parameter probability of detection. Ten levels are
available, reaching from a very high possibility to detect the failure (1)
to that it is impossible to detect the failure (10).

• Risk Priority Number (RPN) Each identified component failure that
has a critical effect on product level or process level will be evaluated
based on the three parameters probability of occurrence, severity and
probability of detection. The RPN provides a simplified means to rank
the component failures and hazards identified in the FMEA. The RPN is
calculated by multiplying the three values provided for the parameters:

RPN = Severity * Probability of Occurrence * Probability of Detection

Given that each parameter is at the highest and most critical value of 10,
the maximum RPN will be 1000. A common practice is to set a lower
threshold; for example, all failures with RPN greater than 100 must be
reduced.

• Recommended actions For each failure with a too high RPN, appro-
priate actions are recommended. These can be adding redundancy, re-
placing a component with a more reliable version, or adding additional
verification activities to gain more knowledge about a component’s ac-
tual properties.

Outputs

The FMEA will provide a list of potentially critical components, functions,
or process steps. In addition, potential accidents and effects on the system or
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product level are also identified. The recommended actions will be followed
up throughout the development process. It is common practice that once the
recommended actions are implemented, the evaluation and calculation of the
RPN are repeated to show that the targeted level is reached.

Summary

The way the worksheet is organized may differ depending on the scope and
structure of the analysis. However, the mindset will stay the same. The FMEA
is an easy-to-understand method, and going through each component one by
one is helping to get quickly involved in the analysis. Nevertheless, the method
requires expertise on the product or the process under analysis.

An FMEA cannot be the only safety analysis method used since it can only
identify distinct failure modes. Because of the inductive way of analyzing, only
hazards related to component failure can be identified. The method cannot find
hazards not related to a specific failing component like caused by human errors,
external influences, and interfaces, or even common cause failures.

2.3 Safety Analysis Methods 29

product level are also identified. The recommended actions will be followed
up throughout the development process. It is common practice that once the
recommended actions are implemented, the evaluation and calculation of the
RPN are repeated to show that the targeted level is reached.

Summary

The way the worksheet is organized may differ depending on the scope and
structure of the analysis. However, the mindset will stay the same. The FMEA
is an easy-to-understand method, and going through each component one by
one is helping to get quickly involved in the analysis. Nevertheless, the method
requires expertise on the product or the process under analysis.

An FMEA cannot be the only safety analysis method used since it can only
identify distinct failure modes. Because of the inductive way of analyzing, only
hazards related to component failure can be identified. The method cannot find
hazards not related to a specific failing component like caused by human errors,
external influences, and interfaces, or even common cause failures.

61
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2.3.4 Fault Tree Analysis - FTA
“Fault tree analysis is a deductive failure analysis which focuses on one par-
ticular undesired event and which provides a method for determining causes
of this event” [25]. Accordingly, a single fault tree analysis investigates one
undesired event by analyzing how the undesired event can be reached. While
PHA, HAZOP, and FMEA utilize worksheets to aid the safety analysis pro-
cess, the fault tree analysis applies a graphical representation. Specifically,
a tree structure is used starting from the undesired event moving through each
abstraction level of the design to find possible root causes. For this purpose, the
FTA distinguishes between events and logical gates. The logical gates connect
the lower events in the tree, indicating under which conditions an undesirable
event can be reached. In the tables in Figure 2.5 and Figure 2.6 typical symbols
used in an FTA are presented.

FTA Symbol Name 

 
Event 

 

Base Event 

 
Conditional Event 

 

Undeveloped Event  

 

Transfer 

 
 
  Figure 2.5: FTA Events
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AND 

 

OR 

 

XOR 

 

PRIO AND 

 

Inhibit 

 

Figure 2.6: FTA Logical Gates

FTA Symbols - Events

The table in Figure 2.5 contains the symbols for different events.

• Event: The event building block is indicating an undesirable top-level
event if the event is at the root of the tree. The event block represents a

30 Chapter 2. Background

2.3.4 Fault Tree Analysis - FTA
“Fault tree analysis is a deductive failure analysis which focuses on one par-
ticular undesired event and which provides a method for determining causes
of this event” [25]. Accordingly, a single fault tree analysis investigates one
undesired event by analyzing how the undesired event can be reached. While
PHA, HAZOP, and FMEA utilize worksheets to aid the safety analysis pro-
cess, the fault tree analysis applies a graphical representation. Specifically,
a tree structure is used starting from the undesired event moving through each
abstraction level of the design to find possible root causes. For this purpose, the
FTA distinguishes between events and logical gates. The logical gates connect
the lower events in the tree, indicating under which conditions an undesirable
event can be reached. In the tables in Figure 2.5 and Figure 2.6 typical symbols
used in an FTA are presented.

FTA Symbol Name 

 
Event 

 

Base Event 

 
Conditional Event 

 

Undeveloped Event  

 

Transfer 

 
 
  Figure 2.5: FTA Events

FTA Symbol Name 

 

AND 

 

OR 

 

XOR 

 

PRIO AND 

 

Inhibit 

 

Figure 2.6: FTA Logical Gates

FTA Symbols - Events

The table in Figure 2.5 contains the symbols for different events.

• Event: The event building block is indicating an undesirable top-level
event if the event is at the root of the tree. The event block represents a

62



2.3 Safety Analysis Methods 31

fault event activated through the logical gates of the related event blocks
on the lower level.

• Base Event: The base event is a leaf node of the tree and represents a
fault or failure mode that cannot be further developed.

• Undeveloped Event: The undeveloped event block indicates that the
event cannot be further developed during the analysis at the moment.
If there is a lack of information during the analysis meeting, it can be
depicted that further information is necessary before continuing further
below this event.

• Conditional Event: A conditional event is directly connected to a logic
gate to indicate the condition which must be fulfilled that the gate is
activated.

• Transfer: The transfer is not an event in the same meaning. Instead, it
indicates that the part of the tree is further developed somewhere else.

FTA Symbols - Gates The table in Figure 2.6 contains the symbols for logi-
cal gates. These are described in the following.

• AND: The AND gate connects two or more inputs, of which all must be
true that the output is occurring.

• OR: The OR gate connects two or more inputs of which at least one
must be true that the output above is occurring.

• XOR: The output is activated if only one input event is true.

• PRIO AND: The PRIO AND gate is often used with a condition event
to indicate under which condition the output is occurring.

• Inhibit: The inhibit gate connects one input and one output. A con-
ditional event is connected to the gate to describe the condition under
which the output occurs.

Analysis Process

A fault tree consists of two essential elements, events and gates, connected with
lines. In Figure 2.7 a simplified fault tree is shown. The top node represents
the undesired event that shall be avoided. Typically, this can be the negation
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of a safety requirement or safety concept. For example, the safety requirement
could be phrased as follows: The collision of a vehicle with an obstacle shall
be avoided. The undesired event used for the fault tree is the negation of the
safety requirement: The vehicle is colliding with an obstacle. The question to
be answered by the fault tree analysis is how the undesired event could occur.
Our example includes a radar sensor mounted on the vehicle to detect obstacles
ahead of the vehicle. If an obstacle is detected, the vehicle shall stop. The
vehicle will collide with the obstacle if no such information is received from
the radar sensor. The vehicle is therefore relying on the correct operation of
the sensor.

Vehicle is colliding 
with obstacle

Radar sensor 
covered with 

dirt

Obstacle detected by 
sensor, but vehicle 

does not stop

Message from radar 
sensor not prioritized

Radar sensor not 
sending message

Figure 2.7: FTA - Main concept

The fault tree is used to find the faults which would lead to the collision. As
a first possibility, the radar sensor is covered with dirt and is not functioning.
We depict this as a basic event since this will not be further developed. Al-
ternatively, the vehicle collides with an obstacle if the radar sensor detects the
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obstacle, but the vehicle is not stopping. This event can be further developed to
analyze the causes. In this simplified example, the vehicle is not stopping if the
vehicle control system does not prioritize the radar sensor’s message. Suppose
the radar sensor is not sending the message; the vehicle will not stop as well.
Both events are shown as undeveloped events to indicate a further development
of the tree.

The probabilities of hardware component failures may be available when
studying systems containing hardware components. By adding these details to
the leaf nodes, the probability of the undesired event can be calculated. How-
ever, for this purpose, the fault tree must be developed to reach a level where
probabilities can be provided for the leaf nodes.

Summary

Detailed knowledge about the design of the system must be provided as in-
put. Typically required specifications include block diagrams, flow diagrams,
drawings, and details about the used components. The undesired events can be
derived from a safety analysis that has been conducted during earlier stages in
a project like PHA. The graphical representation makes it easier to understand
the logical relationships and dependencies.

Because each tree starts from one undesirable event, many fault trees must
be created and maintained to cover all hazards of a complex safety-critical
system. The causes are often similar, and using the transfer block helps collect
similar parts in a common fault tree. Fault trees can become large and complex.
Keeping them updated and tracing the information through the development
process is challenging.
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2.4 Emergent Hazards
Compared to single systems hazards, the term emergent hazard specifies those
new hazards that connected systems can introduce to an SoS. Every single sys-
tem might be safe by itself, but through the integration, new scenarios and
interactions might occur that have not been considered during the development
of the single system. Redmond [26] provides a classification of system-of-
system hazards shown in Figure 2.8, which helps to distinguish types of haz-
ards to be considered for an SoS. The author argues that potential accidents
(mishaps) related to a system will remain the same when integrating this sys-
tem into an SoS. However, additional hazards can result from integrating the
systems into an SoS. Therefore, the author distinguishes between single system
hazards related to a specific system in the SoS and emergent hazards related to
the integration into an SoS. Emergent hazards are subdivided into interoper-
ability, reconfiguration, and integration hazards. Interoperability hazards lead
to accidents because shared data is interpreted differently between the sender
and receiver. Reconfiguration hazards arise from a new configuration setup of
joining systems, added or removed systems, or updated features in single sys-
tems. With integration hazards, the authors mean those hazards related to the
defined communication interfaces (Interface Hazards), shared resources (Re-
source Hazards), and if the included systems can affect each other by proxim-
ity (Proximity Hazards). In their work [27] the authors propose a method to
identify and analyze hazards related to the interfaces in an SoS.

Figure 2.8: Classification of System-of-Systems Hazards
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Single System Hazards Single system hazards in Figure 2.8 are those haz-
ards that are related to a single system. Typically these can be identified and
analyzed using standard methods like PHA and HARA.

Reconfiguration Hazards “A reconfiguration hazard is a hazard that results
from the transfer of a system of systems from one state to another” [3]. An SoS
may evolve by adding or removing constituent systems or adding new capabil-
ities. This reconfiguration may lead to hazards since the existing constituent
systems might not be designed to support adding or removing constituent sys-
tems. Changing the control of an SoS may introduce new hazards.

Interoperability Hazards “An interoperability hazard is a hazard that oc-
curs when a second system interprets the command, response, or data of one
system in a manner that is inconsistent with the intent of the first system”[3].
Accidents may occur if one constituent system misinterprets the data to send
from another system. For example, if one system provides a distance in inches
and the receiving system is using cm instead, the provided information is inter-
preted not as intended.

Resource Hazards “A resource hazard is a hazard that results from insuf-
ficient shared resources or resource conflicts”[3]. Shared resources can be of
various kinds like network addresses, bandwidth, space on the road.

Interface Hazards “An interface hazard is a hazard in which one system
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36 Chapter 2. Background

Generally, the classification of system-of-systems hazards seems to be over-
lapping. A reconfiguration, for example, may lead to Interoperability Hazards
because an update of a constituent system may lead to changed data formats
shared with the other constituent systems. Therefore, the same hazard may be
identified in both categories. Nonetheless, it is helpful to utilize this classifica-
tion for brainstorming with customers, developers, and safety experts.
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Chapter 3

Cases from the Earth-moving
Machinery Domain

In this chapter, the industrial projects with the target of developing autonomous
machines are described. These insights helped us to understand the industrial
challenges, and we had the opportunity to study the development processes,
the products, and the application scenarios in detail.

3.1 General
This project’s scope was to develop a fleet of automated guided vehicles (AGVs)
called HX to be applied in an open surface mine. Guided means in this con-
text that the vehicles are not operating entirely as autonomous units. Instead,
they receive their missions and tasks from a central server. These vehicles are
haulers with a bucket, which can be loaded with various materials like rocks,
gravel, or sand. Once loaded, the machines shall transport the material along a
predefined track to a dump spot. At this spot, the bucket is lifted, and the ma-
terial is tipped at the targeted position. Thus, instead of the typical approach to
transport as much material at once using large rigid haulers, the HX is smaller
and can transport only a fraction of material at once compared to a large rigid
hauler. Using several HX that operate in a fleet enables transporting the same
amount of material per hour.

Specific for these vehicles is that they are battery-driven, which requires
frequent charging of the batteries. The fleet of HX operates autonomously
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38 Chapter 3. Cases from the Earth-moving Machinery Domain

Figure 3.1: Automated Quarry Site - Control Structure

controlled by a central server called Fleet Control.
Generally, an HX can either be controlled by remote control or by a fleet

control server, as shown in Figure 3.1. The remote control maintains a one-
to-one connection and directly controls the vehicle’s propulsion, steering, and
braking. The fleet control server provides vehicle-specific missions to all active
HXs. These missions are interpreted and translated to propulsion, steering,
and braking commands by the onboard system in the HX. The site operator
supervises the autonomous and human-operated vehicles and possible humans
moving inside the restricted area to ensure the correct operation.

The machines do not operate 24/7, and instead, the fleet of autonomous
vehicles is stopped in the evening. All HXs are parked in a designated parking
area. In the morning, the HXs are started and moved using the remote control.
Once all HX are in position and approved for autonomous operation, i.e., no
humans are near the machines, the autonomous operation starts.

In the following, we explain two industrial projects we have been able to
study in detail.

3.2 Project 1 - Electric Site Project
The first project we were able to study in the scope of this doctoral research
was the electric site research project [8]. The open surface mine chosen as a
testbed for this project was Vikans Kross in Gothenburg, which Skanska oper-
ates. This project’s scope was to develop a fleet of automated guided vehicles
to be applied in an open surface mine. The purpose of these autonomous ve-
hicles was to transport pre-crushed material from a movable primary crusher
to a stationary secondary crusher. Additionally, the HX could be loaded using
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3.2 Project 1 - Electric Site Project 39

a human-operated wheel loader. Therefore, along with a fleet of autonomous
HX, human-operated machines like the wheel loader and an excavator have
been applied. In Figure 3.2, a typical setup for the automated quarry site is

Figure 3.2: Project 1 Quarry Site - Automation Setup

presented. The automated guided vehicles follow predefined tracks on the site.
In this configuration, there are two alternative possibilities to load an HX with
rocks. The first way is to utilize direct loading from the movable primary
crusher (PCR), filled by an excavator (EXC). Alternatively, the HX can be
loaded using a human-operated wheel loader (WL). To choose which loading
area is relevant, the empty HX shall wait at the main decision point (MDP)
until the fleet control server assigns a mission. Once loaded, the HX transports
the material to the stationary secondary crusher (SCR) and unloads the bucket
there. Since the HXs are electrified, they require charging their batteries at the
two charging stations (CH).

The tracks on this site were wide enough to allow two lanes for the HX
operating in this area. Accordingly, the HX operated on a circular track. The
environmental conditions range from dusty tracks during warm summer days
and icy tracks during winter.

The operating of the autonomous vehicles and the human-operated vehicles
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40 Chapter 3. Cases from the Earth-moving Machinery Domain

have been encapsulated in a separate area within the quarry site. The rest of the
quarry site has been operated as usual. Physical barriers were set up to reduce
the risk of crossing traffic.

3.3 Project 2: Transporting slag
The second industrial application scenario we studied in this work was the pilot
project where slag should be transported and dumped at different dump spots.
A fleet of autonomous vehicles transports material from a single loading spot to
different dumping spots. Apart from the differences in loading and unloading
compared to the first case, one section of the track had only space for one HX
at the time. Therefore, the single-lane section of the track requires strategic
planning.

CH

WL

QP1

QP2

DS1

DS2

HXn

Figure 3.3: Project 2 Slag Transporting - Automation Setup

In Figure 3.3 the automation setup of the site is presented. An HX is loaded
using the wheel loader (WL) and receives the task to transport this material to
one of the dumping spots DS1 or DS2. If another HX occupies the single-lane
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3.3 Project 2: Transporting slag 41

section, the HX shall wait at the lower section queuing point (QP1). Once
the track is free, the HX receives the mission to continue its way towards the
dumping spots. Any other unloaded HX on its way back to the loading spot
shall wait at the upper section queuing point (QP2) if the single lane track is
occupied. Additionally, an HX shall not enter a dumping spot if another HX
already occupies it. The batteries of the HX can be charged at the single charger
CH.

This case differs from the quarry site case. The single-lane requires setting
up rules, which machine is allowed to enter this segment of the track. For ex-
ample, more HX may be in the upper section, leading to an inefficient flow of
material. In this case, it is necessary to keep the HX waiting at QP1 and let
several HX pass down to the lower section of the track. However, waiting too
long may empty the batteries, and completing the route is no longer possible.
Furthermore, during harsh winter conditions, battery charging may be reduced
quickly. Therefore, the dynamic behavior of the fleet control is required to
choose the correct strategy for managing the fleet. Additionally, it may be nec-
essary that an HX with the too-low state of battery charge at QP1 is redirected
to the charging instead. Steep sections of the track may require reducing the
speed depending on the weather conditions. Lower speed requires adjusting
the distribution of autonomous vehicles to utilize the resources optimally.

Like in project 1, the area was physically separated from the rest of the site
to reduce the potential humans at risk.

Understanding the context, the intended use, and finding possible critical
situations have been necessary steps in each project. In addition, unearthing
the details helped to gain the profound knowledge necessary for the research
activities leading to the results presented in this Ph.D. thesis.
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Chapter 4

Research Overview

In this research, we had the opportunity to study concrete industrial develop-
ment processes and systems in the earth-moving machinery domain. Specif-
ically, we examined the development of autonomous machines that operate
within a fleet in open surface mines. These insights have supported the direc-
tion of this research, and we studied each potential solution resulting from this
research in particular industrial scenarios. In addition, we were able to retrieve
valuable feedback from the studies we conducted. Having the possibility to
examine complex industrial systems-of-systems in their concept phase was a
great opportunity. We derived the need for structured safety analysis methods
from the direct involvement in the autonomous vehicle projects. Thus, inves-
tigating how to identify and analyze hazards for an SoS became the research
focus for this Ph.D. thesis.

This chapter provides an overview of the research goal, research questions,
and the applied research processes leading to the results presented in his Ph.D.
thesis.

4.1 Research Goal

In Chapter 3, we have introduced the industrial projects we have studied. The
development processes in industry are tailored to developing human-operated
machines, for instance, in the earth-moving machinery domain. Developing
autonomous vehicles that shall run as a fleet and be integrated into existing
production workflows requires understanding the SoS perspective. There is a
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44 Chapter 4. Research Overview

risk that critical situations are missed and not considered during the develop-
ment when using existing methods for identifying hazards for an SoS.

We derive the following research goal for the research conducted in the scope
of this Ph.D. thesis.

Design a process and technique to facilitate a safety analysis for a System-
of-Systems.

When referring to a design process and technique to facilitate a safety analysis,
we follow the general risk assessment and risk reduction process described in
ISO 12100 [1] listed in steps a) to e) below.

a) “determine the limits of the machinery, which include the intended use
and any reasonably foreseeable misuse thereof;”

We understand this first step that machine features shall be specified,
including the boundary of what is part of the product and what is not.
Additionally, the usage scenarios of these features, i.e., how the operator
uses specific machine functions, must be described. Finally, based on
the usage scenarios, potential foreseeable misuse can be detected. The
foreseeable misuse occurs when the operator, for example, bypasses a
safety mechanism to save time.

Existing products are improved and released in new generations in do-
mains like automotive, truck, and earth-moving machinery. Therefore,
the required input data is available from earlier product generations, and
the new product features are analyzed, while the rest may be reused.

When completely new products are developed or, like in our case, a fleet
of autonomous machines used in an SoS, such data is not yet available
and must be provided.

b) “identify the hazards and associated hazardous situations;”

In this second step, the critical situations and hazards are identified. Each
product feature and usage scenario captured in the first step is now used
as input for the analysis. The analysis step requires an appropriate safety
analysis method to be applied.
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4.1 Research Goal 45

From an SoS perspective, it is essential to identify hazards related to
the interaction and interoperability of the constituent systems in an SoS.
Therefore, suitable safety analysis methods for identifying hazards and
critical situations in an SoS are essential.

c) “estimate the risk for each identified hazard and hazardous situation;”

In this third step, the probability that a hazard would lead to an accident
is estimated. For this judgment, it is essential to understand the usage
scenarios of a specific function derived in a). Then, for each potential
accident, the severity is approximated. Therefore, the identification of
critical situations is of the most significant concern.

Understanding critical situations related to the integration of systems
into an SoS is essential for further analysis. For example, it is chal-
lenging to estimate the likelihood of an accident caused by an incorrect
integration of constituent systems.

d) “evaluate the risk and take decisions about the need for risk reduction; ”

One purpose of this process is to reduce the risk of hazards and accidents.
To our understanding, this task is usually part of the concept study phase,
where different conceptual solutions are proposed and evaluated.

However, specifically for an SoS, it needs to be studied on which level of
abstraction such concept evaluation is suitable and how it is conducted.
Based on this information applicable measures for reducing the risks can
be identified.

e) “eliminate the hazard or reduce the risk associated with the hazard by
means of protective measures.”

Finally, the design process can begin, and the decided techniques and
methods for reducing the risks are implemented.

For an SoS, like in our case, this could mean, for example, introduc-
ing additional communication protocols between autonomous vehicles,
additional controls of correct machine states, or adding simulation activ-
ities before software updates.

This Ph.D. thesis focuses on points a) and b) from the process described
above. Both provide the essential inputs for further development.
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46 Chapter 4. Research Overview

Risk estimation and risk evaluation in c) and d) and risk reduction measures
during design e) are outside of our scope. However, appropriate risk reduction
methods can be derived once the features of an SoS and its usage scenarios are
known, and critical situations and hazards are identified.

4.2 Research Questions

In this section we describe the research questions we aim to answer in the scope
of this work.

RQ1 - Is the state of practice sufficient for analyzing the safety for con-
nected autonomous systems?

Developing single, human-operated machines is well understood in the
industry today, and risk assessment and risk reduction processes similar
to the one pointed out in ISO 12100 are applied. Such processes include
safety analysis methods that need to be understood. Additionally, various
types of safety analysis methods are used on different abstraction levels.
These insights help to evaluate the capabilities of identifying all relevant
safety-critical situations for existing products. There is a trend in the in-
dustry towards connecting systems and autonomy is gaining importance.
In this context, it is essential to analyze if the existing safety analysis
methods are adequate for handling such connected systems and the criti-
cal situations related to them. This analysis helps to find the gaps in the
use of toady’s off-the-shelf safety analysis methods applied to new tech-
nologies such as connected systems or autonomy.

RQ2 - How to identify critical situations and hazards related to an SoS?

Before identifying critical situations and hazards, it needs to be under-
stood what could cause hazards in an SoS. Critical situations in an SoS
can be caused by a failure in a single constituent system. These are iden-
tifiable by existing methods analyzing the single system and its intended
use within the context.

Instead, we are interested in those hazards and hazardous situations
not directly caused by a single system but caused by a defect in the inte-
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4.2 Research Questions 47

gration and interacting of constituent systems in an SoS. Redmond [26]
suggests a categorization of SoS hazards, which helps to find potential
hazards.

As the second part of this research question, we are interested to study
which safety analysis methods are suitable for finding critical situations.
To our knowledge, safety analysis methods such as the Hazard and Risk
Assessment (HARA) [4], Preliminary Hazard Analysis (PHA) [2], Fault
Tree Analysis (FTA) [5] or Failure Mode and Effect Analysis (FMEA) [16],
are extensively applied in the industrial development of single systems.
However, analyzing hazards related to the functions of single systems or
their components will not identify hazards related to complex interactions
and emerging behavior in systems-of-systems. Instead, it is necessary to
utilize methods that are capable of identifying SoS hazards.

RQ3 - How to support an SoS-centric safety analysis through a structured
process?

To our knowledge, there is no out-of-the-box solution available for spec-
ifying an SoS and its characteristics, serving the purpose of identify-
ing critical scenarios. However, as pointed out above for point a), the
first step of the risk assessment and risk reduction process described in
ISO 12100 [1], the features of an SoS, the boundary of the same, and
usage scenarios shall be documented.

How to document and which information about an SoS shall be made
available needs to be studied. Capturing the complex characteristics, in-
teractions, and dependencies between constituent systems are required to
find critical situations.

A more detailed analysis that also reveals causal factors requires the
provision of additional details about the SoS and its constituent systems.
One challenge that arose during the development of autonomous vehicles
was mixing details about the SoS with specific details of a constituent
system. As a result, a safety analysis utilizing such input will have a
high effort footprint. A hierarchical approach is necessary to group the
details of an SoS on different abstraction levels to reduce these efforts,
Another question to be covered is which details should be recorded on
each abstraction level.
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4.3 Research Process
We follow a systematic process for our research leading to the research results
presented in this Ph.D. thesis. In Figure 4.1 we present the process of our
research, which consists of 6 phases I to VI.

Phase I During the first phase, we defined the rough research problems we
aim to solve in the scope of our research. We base this research on the chal-
lenges we observed in the industrial context we had the opportunity to study.

Phase II In the second phase of our research, we studied the state of practice.
Specifically, we explored the industrial challenges when designing autonomous
systems integrated into an SoS. Additionally, the methods and processes ap-
plied in industrial have been part of our work. While studying the challenges
we observed in the industry, we scanned the literature for possible solutions
proposed in the academic community. We reviewed the existing literature to
understand concepts and theories focusing on SoS and safety analysis. The pre-
vious research findings helped us to put our findings from the state of practice
into context.

Phase III Based on the practice and literature review study, we derived re-
search questions and research goals in phase III. This iterative process, review-
ing additional literature or further studying industrial practices, helped refine
our research questions and structure our research work.

Phase IV We applied the design science research method as described in [28,
29] for our research. March and Smith [30] highlight that “build and evaluate
are design science research activities aimed at improving performance”. Our
research aimed to build a development process for system-of-systems that im-
prove the industrial projects’ development process performance. In this iter-
ative process, we applied and trialed methods from the literature study in an
industrial context and derived a new approach. One goal with the industrial pi-
lot projects we studied was to explore the development of autonomous vehicles
and a control system establishing the SoS. The development processes applied,
was agile, with new insights and solutions derived constantly.

Phase V The data from our trials have directly fed back to our research. To
exemplify, we applied STPA to the SoS to study the capabilities of this method.
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50 Chapter 4. Research Overview

As a result, we found a list of limitations and extended the method with a state-
based analysis to overcome the identified limitation.

Phase VI Based on the analysis of the collected data, we interpreted the re-
sults and reported our results in the research articles produced throughout our
research (phase VI). Our analysis in phase V led to reviewing industrial prac-
tice and refining the research questions.
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Chapter 5

Research Contribution

In this chapter, we present and explain the contributions of this Ph.D. thesis.
Additionally, we show how the contributions relate to the research questions
listed above. This thesis is a collection of papers, and consequently, our re-
search contributions are represented in the included research articles.

At first, we present the mapping of the research questions to the contribu-
tions and research articles. Then, in section 5.1, we explain how the research
questions are answered in the contributions of this thesis. We provide the main
contributions of this thesis in section 5.2 and summarize each included paper
in section 5.3.

5.1 Answering the Research Questions
In Figure 5.1 we provide an overview between our research questions, our
contributions, and in which of our research articles the contributions can be
found. The contributions of this thesis are not independent of each other and
instead build upon each other. The findings of Contribution 1 are, for example
building the base for the following contributions.

In the following, we describe how the research questions are answered.

5.1.1 Answering Research Question 1
In Research Question RQ1, we have been interested in understanding exist-
ing off-the-shelf safety analysis methods in industrial development processes.
Specifically, applying those methods in the context of connected autonomous
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RQ1: 
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Figure 5.1: Mapping of research questions and contributions to research arti-
cles

systems has been our focus. Research Question RQ1 is answered in Contri-
bution 1, where we investigated the state of practice in industrial projects. In
Contribution 2, we have studied safety analysis methods. As part of this work,
we have pointed out the challenges when off-the-shelf safety analysis methods
and existing development processes are applied when developing an SoS.

5.1.2 Answering Research Question 2
The second research question asks which safety analysis methods are suitable
for finding critical situations for an SoS. Answering this research question con-
tains two perspectives. At first, we have applied and studied safety analysis
methods in the industrial projects described in chapter 3. Then, these results
are covered in Contribution 2. Through our studies of safety analysis meth-
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5.1 Answering the Research Questions 53

ods in an SoS-context, we have identified limitations of the same. As a result,
we have proposed enhancements for those methods to make them fit for the
analysis of a complex SoS. These findings are collected in Contribution 3.

5.1.3 Answering Research Question 3
The last research question, RQ3, asks about a structured process to support an
SoS safety analysis. We have identified two parts to answering this research
question. At first, we have proposed a structured process called SafeSoS. This
process helps to increase the awareness of engineers about the different char-
acteristics and abstraction layers to consider when designing an SoS. This pro-
cess is described as Contribution 4. The second part focuses on providing the
characteristics of the SoS on each level of the SafeSoS process. Specifically,
we utilize model-based formalisms for capturing these characteristics. These
models are part of Contribution 5 in this Ph.D. thesis.
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5.2 Main Contributions

5.2.1 Contribution 1: Investigation of the State of Practice
on safety analysis for systems

Developing single, human-operated machines is well understood in the indus-
try, for example, in the earth-moving machinery domain. We have studied
industrial development processes in detail as part of our research presented
in research articles like [31] or [32], our collaboration in international research
projects such as SafeCer [33] and the daily work in industrial projects. The pro-
cesses for standards like ISO 12100 [1] and the functional safety standards like
ISO 13849 [18], ISO 19014 [19] or IEC 61508 [17] are available and tailored
to the existing development processes. These development processes contain
requirements on the application of safety analysis methods such as Prelimi-
nary Hazard Analysis (PHA), Fault Tree Analysis (FTA), and Failure Mode
and Effect Analysis (FMEA). These safety analysis methods are applied dur-
ing different phases of the development. Observations and our reflections on
these safety analysis methods are covered in papers A, B, and C and described
in detail in the background chapter 2.

5.2.2 Contribution 2: Evaluation of hazard analysis meth-
ods in a system-of-systems context

A significant activity required for the development of safety-critical products
is analyzing hazards and hazardous events. For this purpose, different safety
analysis methods are available and are applied in development processes in
the industry. Such safety analysis methods are, for example, Preliminary Haz-
ard Analysis (PHA) [3], Hazard and Risk Assessment (HARA) [4], Fault Tree
Analysis (FTA) [5] and Failure Mode and Effect Analysis (FMEA) [6]. How-
ever, it may not be possible to identify all hazards related to an SoS when
applying existing off-the-shelf safety analysis methods used in industry today.
Therefore, we study and evaluate safety analysis methods that seem to con-
sider the complexity. We utilize the categorization of system-of-systems haz-
ards proposed by Redmond [26] to identify the hazards types identified by a
method. Initially, we started with studying single system development and the
applicable hazard analysis methods in paper A as pointed out in Contribution
1. However, in the cases we have studied (Chapter 3), autonomous vehicles are
applied in harsh offroad environments. Failure in their operation close to other
vehicles, humans, or equipment may lead to critical accidents. It is challenging
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to foresee and capture all possible critical situations in a complex quarry site.
As a first step, we revisit the categorization of SoS hazards proposed by

Redmond [26] and discuss examples from the industrial cases from our studies.
Additionally, we provide indicators, what would need to be analyzed.

Analysis of System-of-Systems Hazards

When systems are connected to form an SoS, their ability to interact and share
services and signals to achieve cooperative goals need to be explicitly ad-
dressed. The usage may deviate from what was intended for a single prod-
uct. Interactions and emergent behavior in an SoS can give rise to hazards
and unsafe work environments, although each system is already analyzed thor-
oughly. Applying common hazard and safety analysis methods for analyz-
ing an SoS may not be enough and may not be the most efficient method.
Redmond [26] distinguishes between system-of-systems hazards and emergent
hazards. System-of-system hazards include both single system hazards and
emergent hazards shown in Figure 5.2. Emergent hazards result from both
physical and logical interactions between the constituent systems. Redmond
highlights that even by integrating well-proven systems into an SoS, hazards
and hazardous events may be missed.

Figure 5.2: System-of-System hazards categorization

Single system hazards
Single system hazards are those related to each specific constituent system in
the SoS. In our case, hazards related to a single HX or any other vehicle are
used.
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Reconfiguration Hazards
“A reconfiguration hazard is a hazard that results from the transfer of a system
of systems from one state to another”[26]. This means that state changes in an
SoS or changes in control may cause hazards.

• When can this happen in our case?
When removing or adding new systems to the system-of-systems, the
control is changing. As mentioned above, an HX can be controlled using
the remote control, or the fleet control server can control it.

• What to analyze?
The states of the system-of-systems and the constituent systems need to
be captured. The interaction between the constituent systems and their
reaction to state changes will need to be required, Therefore, relevant
specifications and details need to be provided.

Interoperabilty Hazards
“An interoperability hazard is a hazard that occurs when the command, re-
sponse, or data of one system is interpreted by a second system in a manner
that is inconsistent with the intent of the first system” [26]. The constituent
systems in an SoS rely on communication and the correctness of the provided
data. The shared data may be interpreted wrong in this specific case, leading
to hazards.

• When can this happen in our case?
Various systems may be required to operate in a system-of-systems. Not
all of these systems are developed and designed to work together. In our
case, apart from the fleet of autonomous HX, other machines are required
for loading the HX, road maintenance, or snow removal, to mention a
few examples. The interfaces to the other systems need to be clearly
identified and analyzed.

Single systems in the system-of-systems may require software updates,
which may change the interfaces or how data is interpreted. Accordingly,
changes in any constituent system require an analysis of its impact on the
system-of-systems level.

• What to analyze?
The interfaces between the constituent systems play an essential role in
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finding interoperability hazards. Additionally, information about how
data is interpreted must be provided.

Interface Hazards
“An interface hazard is a hazard in which one system causes a mishap in an-
other system by transferring a failure or partial performance over a defined in-
terface, possibly through another system” [26]. Interoperability hazards cover
the situation that shared data is interpreted inconsistently. In comparison, in-
terface hazards capture those causes, where a fault in a constituent system is
cascading through the network leading to an accident in a different system.

• When can this happen in our case?
In order to identify hazards caused by erroneous shared data, all inter-
faces must be studied. The fleet of HX is receiving its missions from the
fleet control server. Additionally, autonomous vehicles may be required
to communicate with other constituent systems and equipment. All au-
tonomous vehicles are connected to an emergency stop system that shall
stop all autonomous operations when required.

• What to analyze?
The interfaces between the constituent systems need to be captured to
analyze how a failure of one system can lead to incorrect shared data
without the receiver detecting it. Understanding how each constituent
system processes the shared messages is essential to identifying critical
interfaces and messages. To exemplify, if the emergency stop signal is
not sent to some autonomous vehicles because of a fault in the emer-
gency stop system, this may lead to critical accidents when people enter
the area expecting the machines to be immobilized. The main challenge
is identifying the cascading of erroneous data in the network of con-
stituent systems and their impact on a single constituent system.

Resource Hazards
“A resource hazard is a hazard that results from insufficient shared resources or
resource conflicts” [26]. The constituent systems share resources such as the
bandwidth of the communication channels, lanes on a road, or airspace. These
shared resources can lead to critical situations when this is not considered while
designing the SoS.

• When can this happen in our case?
In the industrial cases we studied, the constituent systems share resources.
Apart from the different communication channels, the vehicles use tracks
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In the industrial cases we studied, the constituent systems share resources.
Apart from the different communication channels, the vehicles use tracks
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in an open-surface mine. Single-lane sections or crossings are examples
of limited resources. A failure in deciding which vehicle has priority to
enter the section may lead to deadlock situations. The tracks may not
only be used by autonomous vehicles. Even other vehicles not necessar-
ily part of the system-of-systems may use the tracks.

• What to analyze?
Depending on the resources that are shared, different analysis methods
may be required. A list of constituent systems and other systems is
required to analyze the shared tracks in the open surface mine. Ad-
ditionally, the usage scenarios and geographical specifics are required
for the analysis. Analyzing the bandwidth requires, among others, the
constituent systems that shall share a specific communication channel.
Additionally, the physical and geographic characteristics such as driving
through tunnels, beside walls, or through forests may impact the band-
width and connectivity negatively.

Proximity Hazards
“A proximity hazard is a hazard in one system that is caused by the opera-
tion, failure, or partial performance of another system that is transferred to
the victim system by a means other than a defined interface” [26]. Compared
to the limited shared resources, the constituent systems operate in a specific
geographic area. When operating nearby, they may influence each other by
physical contact or, for example, by radiation.

• When can this happen in our case?
Hazards might be caused when the different systems in our industrial
example operate within a short distance. A failure in one system may
lead to hazards in the other system. Additionally, the physical distance
between systems differs depending on the operating scenario. However,
other site characteristics may also cause unintended behavior, like EMC
interference from high-voltage charging equipment.

• What to analyze?
The constituent systems must be listed with their usage scenarios to find
proximity hazards. In addition, the physical and geographic characteris-
tics of the site and the tracks must be captured to identify critical situa-
tions. For example, driving through tunnels, beside cliffs, or maneuver-
ing close to human-operated machines are examples of critical situations
where a malfunctioning machine may lead to collisions with risks for the
safety of human operators and the equipment.

58 Chapter 5. Research Contribution

in an open-surface mine. Single-lane sections or crossings are examples
of limited resources. A failure in deciding which vehicle has priority to
enter the section may lead to deadlock situations. The tracks may not
only be used by autonomous vehicles. Even other vehicles not necessar-
ily part of the system-of-systems may use the tracks.

• What to analyze?
Depending on the resources that are shared, different analysis methods
may be required. A list of constituent systems and other systems is
required to analyze the shared tracks in the open surface mine. Ad-
ditionally, the usage scenarios and geographical specifics are required
for the analysis. Analyzing the bandwidth requires, among others, the
constituent systems that shall share a specific communication channel.
Additionally, the physical and geographic characteristics such as driving
through tunnels, beside walls, or through forests may impact the band-
width and connectivity negatively.

Proximity Hazards
“A proximity hazard is a hazard in one system that is caused by the opera-
tion, failure, or partial performance of another system that is transferred to
the victim system by a means other than a defined interface” [26]. Compared
to the limited shared resources, the constituent systems operate in a specific
geographic area. When operating nearby, they may influence each other by
physical contact or, for example, by radiation.

• When can this happen in our case?
Hazards might be caused when the different systems in our industrial
example operate within a short distance. A failure in one system may
lead to hazards in the other system. Additionally, the physical distance
between systems differs depending on the operating scenario. However,
other site characteristics may also cause unintended behavior, like EMC
interference from high-voltage charging equipment.

• What to analyze?
The constituent systems must be listed with their usage scenarios to find
proximity hazards. In addition, the physical and geographic characteris-
tics of the site and the tracks must be captured to identify critical situa-
tions. For example, driving through tunnels, beside cliffs, or maneuver-
ing close to human-operated machines are examples of critical situations
where a malfunctioning machine may lead to collisions with risks for the
safety of human operators and the equipment.

90



5.2 Main Contributions 59

The list of possible emergent hazards helps to identify what can cause
possible accidents in an SoS. Nonetheless, it is unclear if the list is com-
plete or if other emergent hazard types are not covered.

Applying STPA to Industrial Case

We applied the System Theoretic Process Analysis (STPA) [9] to the industrial
case in our study in paper B.

STPA is a safety analysis method based on the systems thinking approach
STAMP (Systems-Theoretic Accident Modeling and Processes) presented by
Nancy Leveson [15]. In safety analysis methods like FMEA or FTA, the failure
of each component and its impact on the system are analyzed and assessed [3].
Unlike FMEA or FTA, STPA assumes that accidents result from unsafe control
actions.

Figure 5.3: STPA: Process

Conducting STPA requires four main steps as shown in Figure 5.3 and
described in [9]

1. Define Purpose of the Analysis

2. Model the Control Structure

3. Identify Unsafe Control Actions

4. Identify Loss Scenarios.

During the first step, the system of interest is defined, and potential accidents
and hazards related to the application scenarios of the system of interest are
identified by brainstorming. In the second step, the control structure is de-
veloped, which is an input to the analysis of each control action to identify
potential unsafe control actions in step 3. Based on this information, potential
loss scenarios are derived, i.e., finding the root cause of the hazards in step 4.
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One key activity of the STPA analysis is developing a control structure
diagram, which is the required input for the analysis.

Figure 5.4: STPA: Control Structure Diagram

In Figure 5.4 the simplified control structure for the electric site case is
shown. This control structure diagram is used to identify unsafe control ac-
tions during the third step of STPA. The boxes represent systems and sub-
systems in the SoS, and the lines with arrows are the messages and control
commands between subsystems. The control structure diagram in Figure 5.4
is divided into four layers from top to bottom. In the top layer, we add the hu-
mans involved in this SoS, including the site manager and the operator of the
wheel loader. Both operators can, directly and indirectly, interact with the Site
Management System. The Site Management Systems contains the subsystems
Fleet Management and Traffic Management. The Fleet Management system
coordinates the fleet of autonomous vehicles, while the Traffic Management
system ensures safe workflow processes at the site. The Fleet Management
system is sending missions to autonomous vehicles. On the third layer, we al-
locate the autonomous vehicles that receive the missions and translate this into
commands to the physical components controlled through actuators based on
sensor feedback on the bottom level.
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The control structure diagram is used in the analysis phase to identify un-
safe control actions. STPA makes use of four guidewords, namely: Not provid-
ing causes hazard, Providing causes hazard, Too early, too late, out of order
and Stopped too soon, applied too long. These guide words are related to in-
correct control actions and incorrect timing of control actions.

Our experiences during the process and the analysis of results clearly point
out inadequacies of STPA in the context of system-of-systems and call for
the development of improved techniques for the safety analysis of system-of-
systems.

Specifically, we have identified the following challenges when applying the
STPA to analyzing an SoS.

1. Messages sent between the systems and subsystems may contain more
complex information. A mission profile, for example, contains an array
of GPS positions and additional data. Providing incorrect may involve
different parts of the message to be incorrect with different impacts.

2. Understanding the behavior of the SoS. Messages, controls, and sensor
data are exchanged differently depending on the states of the site and
involved systems. Understanding when a message or control is sent re-
quires expert knowledge from the developer team since such information
is not available in the control structure diagram.

Additionally, we revisited which types of emergent hazards could be de-
tected by STPA. Because STPA is utilizing the control structure diagram as
input for identifying unsafe control actions, the main focus is on the interfaces
between the involved systems and subsystems, and therefore interface hazards
can be identified. Hazards related to reconfiguration of the SoS and proximity
or shared resources of the constituent systems are not possible to find since
such information is not covered in the control structure diagram.

We used the findings from this contribution for our continuous work on
developing a process to support a safety analysis for an SoS.

5.2.3 Contribution 3: Adaptions and extensions of existing
safety analysis methods to handle the SoS context

In the work leading to contribution 1 and contribution 2, we identified that
the existing safety analysis methods lack support for systems-of-systems. As
a contribution to this work, we have been proposing extensions and enhance-
ments of existing safety analysis methods to make them applicable for the SoS-
context.
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Hazard Identification for Systems-of-Systems - HISoS

In paper A, we developed HISoS (Hazard Identification for Systems-of-Systems),
a structured process for identifying critical situations and hazards for systems-
of-systems as shown in Figure 5.5. This process aims to identify potentially

Figure 5.5: HiSoS - Process

critical situations and hazards based on geographical area.
HiSoS contains different process steps, including definitions about the re-

quired input. Information about the area where the constituent systems operate
is an essential input. In our case, a fleet of autonomous vehicles is operating
in a harsh outdoor environment. Depending on the geographical zone at such
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an open-surface mine, a unique behavior of the constituent systems is required.
In case of a deviation from this required behavior, accidents may occur. The
operational states of the SoS and the required infrastructure need to be pro-
vided. Apart from the constituent systems under development, other systems
may need to operate nearby or collaborate with the constituent systems. Poten-
tially exposed humans must be listed to find those areas and situations where
humans are at risk.

As part of the HiSoS process, the operating phases are detailed in step 1,
and the geographical zones are identified in step 2. We use a graphical approach
to document the operating zones. The operating systems, potentially exposed
humans, and required equipment or infrastructure are identified for each zone.
To identify potential accidents in a structured manner, we use an impact matrix
to find possible critical situations in step 3. Finally, possible accidents and their
causes are analyzed and documented in a table

We did not design HiSoS for finding hazards related to the interaction of
constituent systems. Instead, the method helps to distinguish between different
geographical areas to find critical situations.

Enhancing PHA

In Paper A, we have been studying an industrial SoS, where autonomous ve-
hicles are deployed in an open surface mine to transport material. As a first
step, we have been studying how the existing development processes suit the
development of an SoS, as pointed out in Contribution 1. One step in these
processes is to identify hazards by using a Preliminary Hazard Analysis. This
safety analysis method is explained in chapter 2 of this thesis. It is common
practice to study each feature of a product separately. As pointed out in the
background chapter, the PHA is utilizing a table format to document the haz-
ards as shown in Figure 5.6. A table is generated for each feature and the

Figure 5.6: PHA Original

operating phase. The situation and potentially exposed humans are listed to
find potentially critical situations.
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Based on our work on HiSoS, we extended the PHA format to add SoS-
specific details about the Operating Phase SoS OP, the geographical Zone Z,
and what type of emergent hazard category HC can be selected. In Figure 5.7
we show the enhanced table to suit the HiSoS process described above.

Figure 5.7: PHA Enhancement for SoS

Applying Petri Nets to find inconsistencies

The constituent systems in an SoS are reliant on the correctness of shared infor-
mation. In paper C, we study a specific situation we observed in our industrial
studies. As pointed out in chapter 3, the autonomous vehicles can either be
controlled by the Fleet Control server or by an operator with the remote con-
trol. This requires that changing who is controlling an HX from Fleet Control
to remote control and vice versa must be assured. Situations where an HX is in
an undefined state shall be avoided since humans may be at risk. In Figure 5.8
the setup is shown. The Fleet Control server is controlling the fleet of HX, and
the HX Remote Operator requires manual control for HX n.

Figure 5.8: Simplified Remote Control Takeover

Paper C studies state change-related issues that STPA could potentially
miss. Specifically, we apply Petri Nets to model the states of the constituent
systems involved in this case.

Petri Nets (PN) represent a “formal model of information flow” [34]. The
graphical representation consists of places (P ) depicted as circles and tran-
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sitions (T ) depicted as rectangles. Places and transitions “are connected by
directed arcs from places to transitions and from transitions to places” [34]. A
transition has inputs when arcs point from places to a transition and outputs
where the arcs point from a transition to a place. The behavior of a PN is
modeled by using markers which are depicted as dots on the places (P ). A
transition is ”consuming” a predefined number of markers from an input and is
generating a predefined number of markers in the output places of this transi-
tion.

By applying Petri Nets, we show how possible critical situations related to
state changes can be identified. The process we proposed for analyzing an SoS
using Petri Nets is as follows:

1. Model the states of each involved system in a separate Petri Net. Prepare
interfaces to the other systems using open transitions.

2. Connect all Petri Nets to one SoS Petri Net and adjust the weight of
transitions and arcs and place capacity to enable a workflow as intended.

3. Run simulations of the SoS Petri Net to find possible unintended behav-
ior. Adjust even timing of the transitions for different simulations.

We utilize our findings to propose an enhancement of the STPA process as
shown in Figure 5.9.

5.2.4 Contribution 4: A system-of-systems-centric process
to support a safety analysis

The lack of process support for developing safety-critical system-of-systems is
challenging for practitioners. Based on our findings from the previous contri-
butions, identifying system-of-systems hazards requires multiple dimensions
to be captured.

We propose a hierarchical process to document an SoS based on the con-
cept described by Axelsson [35]. This process, called SafeSoS, and is de-
scribed in a step-by-step manner to support practitioners when designing an
SoS.

In Figure 5.10 the SafeSoS process is shown with descriptions on the macro
level, meso level, and the micro level. We distinguish between information
concerning structure and behavior for each level and discuss who typically can
provide such information. All provided information and requirements on these
levels are connected and then used for the safety analysis.
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Figure 5.9: Enhancing STPA to identify inconsistencies in SoS
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Figure 5.9: Enhancing STPA to identify inconsistencies in SoS
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Figure 5.10: Safety Process - SafeSoS
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SoS Macro Level

The main goal of the SoS Macro Level of our process is to capture the boundary
of the targeted system-of-systems, environmental characteristics and derive use
cases and typical scenarios.

Macro Level - Structure The constituent systems planned to be joining the
SoS shall be listed. It is also necessary to consider other systems that could
enter the SoS operating zone. If, for example, the constituent systems are not
aware of a vehicle entering the operating zone, there is a risk for fatal accidents.
Especially when considering automated vehicles to be part of the system-of-
systems, an unknown vehicle entering the automated operating zone may lead
to unpredictable behavior. Another aspect to list is potentially exposed humans,
such as informed people, for example, those operating a constituent system or
controlling the operation, and people that are not informed, such as visitors or
rescue teams. If possible, environmental conditions also need to be listed and
how different conditions influence the capabilities of the SoS. While icy tracks
increase the braking distance for vehicles, hot weather conditions may lead to
dust and reduced quality of sensor data.

Macro Level - Behavior In the behavior level of the SoS Macro Level, the
usage concepts of the SoS shall be described. These can contain use cases on
how the SoS is used and how it can be operated. Typical scenarios need to
be derived in order to be able to identify those scenarios, where for example,
humans are at risk. Additionally, the states of the SoS need to be described.
For example, in a quarry site, typical states can be morning startup, normal
operations, or evening shutdown. Finally, it is important to identify additional
scenarios and use cases that can be relevant, like the emergency stop of all
autonomous machines or their recovery to operation. In this context, the states
of the SoS can indicate possible critical situations and need to be captured as
well.

SoS Meso Level

In the SoS Meso Level, the internal perspective of the SoS is documented.
Thus, the main focus is both on the internal structure and interactions between
the constituent systems.
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5.2 Main Contributions 69

Meso Level Structure The internal structure of the SoS will focus on which
constituent systems are participating in an SoS, possible servers, and through
which channels they communicate. It is, for example, essential to document
if autonomous constituent systems shall communicate directly to each other or
via a coordinating server. The structural dimension of the Meso Level will pro-
vide insights about the type SoS, i.e., directed SoS or collaborative SoS [12].

Meso Level Behavior In the behavior views of the SoS Meso Level, the
interaction between the involved humans and the constituent systems shall be
described. With the help of these descriptions, possible human errors can be
identified. As a second aspect, the interaction between the constituent systems
shall be described. These may include additional information about complex
messages that are shared between the constituent systems. These details help
to study the propagation of possible failures. Finally, details about the states of
the constituent systems and their dependencies shall be specified, enabling the
identification of safe states and inconsistencies.

SoS Micro Level

The SoS Micro Level contains details about a single constituent system. This
level also consists of structural and behavioral views.

Micro Level Structure In the structural view of the SoS Micro Level, details
about the internal structure of a constituent system are captured. Therefore, it
is essential to focus on those details related to the SoS.

Micro Level Behavior The behavior level of the SoS Micro level contains
details about timing, states, or messaging characteristics of a single constituent
system concerning the SoS it is integrated into. The states of the constituent
system are directly connected to the states for the complete SoS as described
on the SoS Meso Level.

5.2.5 Contribution 5: Providing model-based formalisms to
support an SoS safety analysis

From our studies of industrial development of system-of-systems, we recog-
nize the demand for guidance on how to document a system-of-systems. Specif-
ically, when the system-of-systems is safety-critical, it is required to document
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it and its usage in such a way to support a hazard analysis as stated, for exam-
ple, in ISO 12100 [1]. This contribution provides a framework using different
model-based formalisms. We utilize the SafeSoS process, where each step
specifies details about the targeted system-of-systems. Specifically, we ap-
ply model-based systems engineering to describe the structure and behavior of
each SafeSoS level. “Model-based systems engineering (MBSE) is the formal-
ized application of modeling to support system requirements, design, analysis,
verification, and validation activities beginning in the conceptual design phase
and continuing throughout development and later life cycle phases” [36]. The
models on the different SafeSoS Levels are connected and may impact each
other. The states of the HX are, for example, not independent from the SoS,
where it is integrated and vice versa.

In paper E, we specifically focus on the concept phase when developing
an SoS. The concept phase for an SoS is critical since failures may not be
apparent. For this purpose, we propose a process and tools to parse the infor-
mation stored in, for example, sequence diagrams to hazard analysis methods
like FMEA or HAZOP and back. This approach helps practitioners to derive
concepts using a model-based approach and then conduct a safety analysis for
each concept.

In paper F, we describe a model-based formalism that can be used to docu-
ment a system-of-systems. To exemplify, the context of the system-of-systems
is shown in Figure 5.11. We found it helpful to utilize SysML block diagrams
and packages to document details about an open surface mine.

We emphasize an iterative effort to document the relevant information on
each abstraction level to aid a safety analysis. The safety analysis is subdivided
into two main steps. As part of the SafeSoS process, we utilize model-based
formalisms to describe the characteristics of the application and the constituent
systems, which form the input for analyzing the safety of the resulting SoS. We
apply the safety analysis methods HiSoS, SMM, FTA, FMEA, and HAZOP to
the industrial SoS to identify emergent hazards.
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Figure 5.11: SafeSoS Macro-Level: Site Description
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5.3 Individual Papers Contribution

5.3.1 Paper A (Chapter 9)

Analyzing Hazards in System-of-Systems: Described in a Quarry Site Automa-
tion Context, Stephan Baumgart, Joakim Fröberg and Sasikumar Punnekkat,
In Proceedings of the 11th Annual IEEE International Systems Conference
(SysCon 2017) [37]

Summary This paper studies a case from the earth-moving machinery domain,
where a fleet of autonomous vehicles is used to transport material in an open
surface mine. We found that single-system hazards are not sufficient for identi-
fying system-of-systems hazards, i.e., hazards caused by the interaction, com-
munication, and cooperation of the constituent systems. Therefore, we studied
system-of-systems hazards and provided examples using the details from the
industrial case. This paper’s contribution is a structured approach called HiSoS
(Hazard Identification Process for System-of-Systems) to identify system-of-
systems hazards by extracting the behavioral characteristics of geographical
areas where the constituent systems operate. This differentiation and focus
on limited areas help to identify critical scenarios and hazards related to the
system-of-systems.

My Contribution: I was the primary author of this work under the supervi-
sion of the co-authors. My contribution is a method to identify hazards for an
SoS. This method contains a structured approach to identify hazards related to
critical geographical areas where the system-of-systems operates.

5.3.2 Paper B (Chapter 10)

Can STPA be used for a System-of-Systems? Experiences from an Automated
Quarry Site, Stephan Baumgart, Joakim Fröberg and Sasikumar Punnekkat,
In Proceedings of the IEEE International Symposium on Systems Engineering
(ISSE 2018) [38]

Summary Paper B discusses existing system-of-systems hazard analysis meth-
ods and their characteristics. Specifically, we applied the System-Theoretic
Process Analysis (STPA) to our industrial system-of-systems case from the
earth-moving machinery domain. We have chosen STPA as it is applicable
during the concept phase when developing complex systems. Additionally,
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STPA provides a clear description of the required input and how to find critical
control actions. However, we found limitations of STPA when applying it in
a system-of-systems context. For example, using STPA will not allow finding
all system-of-systems hazard categories because not all relevant characteristics
of a system-of-systems are captured. Shared resources or reconfiguration inci-
dents, to mention a few, are not considered for the analysis.

My Contribution: I was the primary author of this work under the supervision
of the co-authors. My contribution is applying STPA to a system-of-systems
case from the earth-moving machinery domain and evaluating the results.

5.3.3 Paper C (Chapter 11)
A State-based Extension to STPA for Safety-Critical System-of-Systems, Stephan
Baumgart, Joakim Fröberg and Sasikumar Punnekkat,
In Proceedings of the 4th International Conference on System Reliability and
Safety (ICSRS 2019) [39]

Summary Communication between constituent systems is building upon con-
fidence and belief. Similarly, the behavior and states of a constituent system
may impact the behavior of other constituent systems or the humans involved.
Thus, one challenge with system-of-systems is that a constituent system’s state
may affect the behavior of the other constituent systems. In paper C, we pro-
pose to use Petri Nets to model and simulate the constituent systems and their
states. We show the possibility of finding potential reasons for hazards like
deadlocks or inconsistent states. These are not possible to find with the stan-
dard hazard analysis methods. In our contribution, we extend and enhance
STPA to enable a consideration of state-related inconsistencies when finding
their root causes.

My Contribution: I was the main contributor to this work under the supervi-
sion of the co-authors. My contribution in this research article was to utilize
Petri Nets to find inconsistencies in interacting constituent systems in a system-
of-systems.
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5.3.4 Paper D (Chapter 12)

A Process to Support Safety Analysis for a System-of-Systems, Stephan Baum-
gart, Joakim Fröberg and Sasikumar Punnekkat, In Proceedings of the 31st In-
ternational Symposium on Software Reliability Engineering (ISSRE 2020) [40]

Summary In paper D, we propose a new process called SafeSoS to document
system-of-systems on different abstraction levels to enable a safety analysis
and identify system-of-systems hazards. The input is crucial for any safety
analysis. We suggest three different levels for documenting an SoS: the SoS
Macro Level, the SoS Meso Level, and the SoS Micro Level. Each level covers
both structural and behavioral characteristics. We utilize our industrial case
for exemplifying each stage. Additionally, we provide an outlook on analyzing
hazards using a HAZOP analysis and discuss useful guidewords.
My Contribution: I was the main contributor to this work under the supervi-
sion of the co-authors. My contribution in this research article is the SafeSoS
process.

5.3.5 Paper E (Chapter 13)

How to Analyse the Safety of Concepts for a System-of-Systems?, Stephan
Baumgart, Joakim Fröberg and Sasikumar Punnekkat, In Proceedings of the
IEEE International Symposium on Systems Engineering (ISSE 2021)

Summary Evaluating concepts is a key activity in industrial development pro-
cesses. In this early stage, different technical concepts are developed for solv-
ing a requirement. These concepts are then evaluated from different perspec-
tives, such as cost, reusability, maintainability, and safety. However, how to
derive and analyze concepts for an SoS is not yet well-defined. Paper E focuses
on the concept phase when developing an SoS. Specifically, we concentrate on
the evaluation of the safety properties of each concept. We present a process
to support the concept phase and apply a model-driven approach to capture the
SoS’ relevant information. Finally, we show how this knowledge is used for
conducting an FMEA or a HAZOP. Lastly, the results from this analysis can be
mapped into the model.
My Contribution: I was the main author of this work under the supervision of
the co-authors.
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5.3.6 Paper F (Chapter 14)
A Structured Safety Analysis Process for Systems-of-Systems (SafeSoS), Stephan
Baumgart, Joakim Fröberg and Sasikumar Punnekkat, (Submitted to a Journal)

Summary In paper F, we demonstrate how SafeSoS is applied to structure the
characteristics of an SoS on the different abstraction levels. To document the
characteristics of the SoS on each abstraction level of our SafeSoS process,
we utilize model-based paradigms. Each phase is demonstrated using the de-
tails from the earth-moving machinery use case, and we show how to utilize
provided documentation for the safety analysis. To identify emergent hazards
for the SoS, we apply the fault tree analysis method as a structured approach
to identify possible causes of a specific emergent hazard category. These de-
tails provide guidance on which parts to focus on during the following analysis
steps. The top-level mishaps and accidents to avoid were analyzed by applying
the HiSoS method to identify critical areas. We apply a Process FMEA on the
SafeSoS Macro-Level and a Hazop Analysis on the SafeSoS Meso Level in
our safety analysis. These analysis methods have been applied to the industrial
SoS, and we show how to identify and analyze emergent hazards with the help
of our SafeSoS approach.

My Contribution: I was the main contributor to this work under the super-
vision of the co-authors. My contribution is the refinement of the SafeSoS
approach and adding model-based formalisms.
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Chapter 6

Related Work

In this chapter, the related work is presented.

6.1 Scenarios of autonomous systems

In the industrial cases we studied, a fleet of autonomous vehicles is applied
in an open surface mine. Automation is growing in the automotive domain as
well, with a demand for structured concepts aligned with the existing develop-
ment process. Any situation a human driver is managing must be documented,
considered during the design of the automation system, and tested. For doc-
umenting the targeted behavior of autonomous vehicles, the terms scene, sit-
uations, and scenario are applied. “A scene is a snapshot of the world state,
including road configuration, static objects, dynamic objects, and environmen-
tal conditions, but excluding unobservable state” [41]. A scene can be, for
example, a road crossing with several vehicles, pedestrians, and traffic lights.
Additionally, different weather conditions can be considered. “A situation is
derived from the scene by an information selection and augmentation process
based on transient (e.g.mission-specific) as well as permanent goals and val-
ues” [42]. A situation extends a scene with agent-specific information such as
information about traffic rules or the direction a car will drive at a road cross-
ing. “A scenario describes the temporal development between several scenes
in a sequence of scenes” [42]. A scenario adds the dynamic behavior of the
elements depicted in the situation. A car may turn at a crossing with a cy-
clist approaches. While human drivers are expected to react and stop the car,
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autonomous cars must detect the cyclist and react similarly or better than a
human. It is therefore essential to identify all scenarios with potential for acci-
dents.

For the development of autonomous vehicles, Czarnecki describes the oper-
ational design domain to aid the structured development of such systems. The
focus is the automotive domain, where roads and rules are familiar in many
countries. The first part [41] provides details on how to characterize the roads
where the autonomous vehicles drive and relevant traffic rules. The basic ter-
minology is defined in [43] including the terms mentioned above for scenes,
situations, and scenarios, but also terms related to the possible accidents.

A comprehensive list of scenes, situations, and scenarios must be created to
enable designing and verifying that the automated vehicle can manage all pos-
sible situations. Finding all such scenes is challenging but is required to argue
for the safety of such vehicles. In [44] the authors propose an approach to pop-
ulate a list of scenes automatically based on a predefined ontology. However,
showing completeness that all relevant scenes and known issues are found is
challenging [45]. When the automated vehicles are driving and tested in real-
ity, these scenes and scenarios must be detected by the onboard system [46].
Gyllenhammar et al. [47] show how scenarios can be captured using Use
Cases.

An approach for identifying hazardous events for a single autonomous ve-
hicle is proposed by Bagschik et al. [48]. The authors aim to find hazardous
events in the context of the scene and situation. “A hazardous event consists of
the current operating mode which is performed, a function with a specific mal-
function, and the current scene around the vehicle” [48]. The authors focus on
functional safety and showing compliance with ISO 26262 [4]. Therefore, the
concept aims to identify critical scenarios in which a malfunction of a function
would lead to an accident.

Wittmann et al. [49] make use of predefined scenarios in the development
process of a single autonomous car. The authors utilize the system’s behavior
and predefined collision types to identify risks in the different scenarios. Be-
cause of the complexity of the search space, the authors propose a concept to
formally define the scenarios, the system behavior, and the collision model to
make it automatically searchable. The scope is limited to functional safety and
to finding and evaluating critical situations caused by malfunctioning behavior
of the E&E system. Watanabe et al. [50] approach the same challenge of find-
ing critical scenarios by using a two-layer approach for mining those scenarios.
Specifically, this approach makes use of accidents from a database. Automat-
ically populating a list of hazardous events based on a possible malfunction
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in different scenarios requires experts’ manual evaluation of each hazardous
event. To avoid the generation of large lists of hazardous events, Graubohm
et al. [51] propose an approach to reduce this list by focusing on the intended
behavior of the automated vehicle in different scenarios instead. Riedmaier
et al. [52] present a survey on scenario-based safety assessment approaches in
the development of autonomous vehicles. The authors point out that most ap-
proaches they studied apply simplified examples for showing the functionality.
A proof of concept in a concrete industrial context is required for any approach
to confirm its applicability and practicability.

All concepts in this section focus on single automated vehicles and an SoS-
context is not covered yet. Identifying all situations and scenarios for an SoS is
even more complex. Additionally, the SoS of our studies is applied in off-road
environments, lacking clearly defined roads and commonly applicable traffic
rules.

6.2 Specifying the characteristics of an SoS
When developing safety-critical systems-of-systems, which may include au-
tonomous systems, documenting the characteristics is essential. Apart from
describing road conditions and scenes, situations and scenarios like for au-
tonomous vehicles, interactions and interfaces between the constituent systems
must be captured as well. Malfunctioning behavior of one system may not
lead to an accident directly, but because of the collaboration and communica-
tion with the system-of-systems, failures may cascade to another system. The
challenge is documenting the function of an SoS and its emergent behavior to
enable a safety analysis.

Model-based engineering formalism provides a toolset to support the spec-
ification of various characteristics. In the following, we describe the how

6.2.1 SoS - Architecture

Describing the architecture of a system-of-systems is one direction where model-
based engineering methods are applied. One example is SoSADL [53] where
the constituent systems are modeled, including the defined interfaces. It is
based on the Architecture Description Language (ADL) [54]. A software tool
SosADL Studio [55] is provided that helps derive an architecture for a system-
of-system. The architecture models can then be checked if all predefined
“assume-guarantee contracts” are fulfilled, and the emergent behavior can be
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simulated. This concept is applied for modeling a flood warning system which
includes, among other sensors, drones, gateways, and network equipment. When
designing any system-of-systems, simulating different operational situations
may help to find design flaws of the system-of-systems architecture. Deriving
operational scenarios manually is time-consuming and error-prone. Oquendo
et al. [56] propose the concept Stimuli-SoS to utilize SoSADL for deriving
simulation configurations.

Silva et al. [57] propose a concept called mKaos to define the missions and
expectations of an SoS. This information can then be used to derive a SoSADL
model as explained in [58].

SoSADL is used to set the constituent systems of a system-of-systems into
context and provides means to define the interfaces between these systems.
The concept provides a single dimension of the system-of-system’s character-
istics. The case studied for showing the applicability of SoSADL is limited
to the flood warning system, and practicability for other, dynamic systems-of-
systems is not shown. Safety analysis is not yet considered for SoSADL.

A different approach to aid the development of an architecture for the
system-of-systems is using the A3 architecture overview approach described
by Borches [59]. The A3 architecture overview shall enable to document of a
system’s architecture on an A3-sized paper. This shall improve the communi-
cation on the architecture across different teams in an organization. Kooistra
et al. [60] apply this approach to a system-of-systems. The example contains
information on the context and boundary of the SoS, relevant stakeholders,
and the mission of the SoS. The involved constituent systems are listed, and
information about their integration in the network is provided. Schuitemaker
et al. [61] apply this architecture description approach to a system-of-systems
case with high-speed trains. The authors extend the A3AO concept by the pro-
cess steps of hazard analysis and risk reduction. Specifically, Schuitemaker et
al. apply a functional hazard analysis (FHA) method to find hazards related to
the functions of the SoS.

6.2.2 SoS - Describing Multiple Views
The complexity of an SoS is not covered by specifying the architecture. In-
stead, more views of the system-of-systems need to be captured to aid an anal-
ysis. Apart from architecture description languages, model-based development
languages like the Unified Modeling Language (UML) [62] or Systems Mod-
eling Language (SysML) [63] are widely accepted in industrial contexts. In
recent years, the application of model-based concepts for specifying the prop-
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erties and characteristics of an SoS has been discussed, and new approaches
have been proposed. The Unified Architecture Framework [64] is a model-
based profile developed for the military domain where systems are integrated
into a system-of-systems. The framework is based on SysML and shall support
organizations that provide services or solutions for a system-of-systems [65].
Eichmann et al. [66] apply the UAF to an Air Cargo Transport Chain and map
the models to a V-model development process. How to conduct a safety anal-
ysis and to support safety assurance for an SoS is not yet discussed when ap-
plying the UAF framework. Mori et al. [67] propose a SysML profile to
support the design of an SoS and document its architecture. The authors focus
on a set of viewpoints in their work, which includes, among others, depend-
ability. A profile of how to document safety-related properties is proposed. As
example SoS, the authors utilize a smart grid household and discuss the use
of the Interface Hazard Analysis as proposed by [27] to identify SoS-related
hazards. As part of the European Amadeos research project [68], Mori et al.
have proposed tool support for modeling an SoS and the targeted viewpoints
using Blockly [69], which can be used to export, for example, UML-models
or python code. The focus of Mori et al. [67] is to provide a model to doc-
ument an SoS and not to perform a safety analysis or to support relevant in-
formation. Gezgin et al. [70] describe a model-based approach describing
a system-of-systems considering both static as well as dynamic characteris-
tics. The authors relate their proposed approach to safety-critical system-of-
systems. The authors in [71, 72] focus on how to integrate constituent systems
in an existing system-of-systems and propose an approach to utilize contracts
in SysML-based models to ensure safe integration. Acheson et al. [73] focus
on agent-based modeling to describe the system-of-systems and utilize both
static as well as dynamic models in their approach. The authors aim to capture
the characteristics of the constituent systems and possibilities to negotiate with
other constituent systems in a system-of-systems. Cybersecurity is important
to be considered when designing an SoS since the constituent systems are re-
liant on reliable communication. Hachema et al. [74] focus in their work on
how to assure security using a model-based approach.

6.2.3 SoS - Formal Methods

Some characteristics and properties are not possible to identify by applying de-
sign methods like SysML, UML, or UAF. The interaction between constituent
systems or the use of shared resources may require appropriate methods to aid
the design. In the context of safety-critical systems, El Koursi et al. [75] high-
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light that Petri Nets can be used for modeling system specifications to check
completeness and consistency and to use simulation to check the correctness of
safety criteria. Inconsistent states of the constituent systems in an SoS may lead
to accidents. If, for example, vehicle A has an inconsistent belief in vehicle B’s
state, the state-dependent driving profiles could mismatch, leading to a colli-
sion of both vehicles. For identifying state-related inconsistencies, Petri Nets
can provide the possibility to identify these cases [39]. Zhang et al. [76] pro-
pose an extension to STPA, called STPA-RAM, which adds quantification of
identified losses to STPA to reduce the number of unsafe control actions and to
provide guidance for decision making in industrial projects. The authors utilize
Stochastic Petri Nets to simulate events and use reliability data from an exist-
ing database to calculate the frequency of losses for different cases. The work-
flow process the constituent systems shall follow requires the use of shared
resources. Reduction or loss of these resources requires that the SoS adapts to
the new scenario. The formal verification method Rebeca has been applied to
model and simulate the interaction between constituent systems [77, 78].

6.3 SoS - Safety Analysis
Different safety analysis methods for analyzing an SoS are proposed in the lit-
erature. It is necessary to understand for which type of SoS the safety analysis
method is designed for. In this section, we list and discuss related literature
focusing on the safety analysis of an SoS.

6.3.1 Existing Safety Analysis Methods applied to an SoS

Safety analysis methods like Preliminary Hazard Analysis (PHA), Hazard and
Risk Assessment (HARA), Fault Tree Analysis (FTA), and the Failure Mode
and Affect Analysis (FMEA) are well-established safety analyses methods in
the industrial development processes for single systems. Faiz et al. [79] apply
HAZOP and FTA for an open surface mine case. As a first step, the HA-
ZOP analysis is applied to find hazards related to communication between
constituent systems. The authors apply a fault tree analysis to find potential
causes for the previously listed hazards. The fault tree analysis method applied
by the authors starts from a top-event, and the causes can reach down to the
electrical components in a constituent system. Additionally, the authors claim
that environmental information can be used as a potential cause of hazards as
well. Information about E&E components of a constituent system as suggested
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for the fault tree analysis is only possible when the SoS and its constituent sys-
tems are designed by a single company. Instead, the systems in an SoS can
have different ownership, i.e., details about the electrical components may not
be available.

This reveals the challenges with existing safety analysis methods to be ap-
plied for analyzing an SoS.

6.3.2 SoS Safety Analysis Methods

New approaches have been proposed to analyze hazards for system-of-systems
like the System-of-Systems Hazard Analysis (SoSHA) [3], the Interface Haz-
ard Analysis Method [27] or methods utilizing simulations to identify haz-
ards like the simulation-based hazard analysis (SimHazan) [80]. These hazard
analysis methods assume integration of existing and already safety-certified
systems into an SoS. When integrating existing systems into a combination
of systems, it is necessary to ensure a safe integration. Furthermore, in many
cases, human-operated machines are integrated into an SoS. The Interface Haz-
ard Analysis Method focuses, for example, on the communication channels
between the involved systems. In our case, we are designing an SoS which in-
cludes a fleet of autonomous machines. Emergent hazards as described in the
taxonomy provided by Redmond [26] may be missed when only considering
safety for every single machine.

System-of-Systems Hazard Analysis - SoSHA

SoSHA is a hazard analysis method developed for systems-of-systems which
are set up by connecting existing systems to realize specific SoS goals [3].
A typical example of such systems is military application scenarios, where for
example, helicopters, airplanes, ground troops, air supervision, and many more
are connected to control an area. Such an SoS relies on correct communication
and the same understanding. If information is misunderstood, sent too late, or
is sent incorrect, severe accidents can occur. Because SoSHA is focusing on
an SoS of connected and interacting existing systems, one step of the SoSHA
process requires collecting all existing hazard analyses of the joining systems.
A tree structure is created, where the SoS is represented as the root node, while
the constituent systems are represented as the leaves. The hazards of a system
are connected to the corresponding system in the tree. When all hazards are
connected to the tree, these hazards are analyzed if they could lead to potential
accidents in another joining system. Ericson [3] proposes the use of FTA for a
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more detailed analysis. Our case is a combination of existing machines, where
safety documents are available, and a fleet of HX, which are designed along
with the site management system.

Interface Hazard Analysis Method

The Interface Hazard Analysis [27] considers military cases for an SoS, which
evolves from combining existing systems as well. An SoS highly relies on
communication between the involved systems. The interface hazard analysis
aims to identify cascading failures leading to accidents. The authors propose
to model a simplified communication for the SoS to reduce the complexity
for analysis purposes. Each system is drawn as a block with inputs, outputs,
and potential mishaps. For analyzing the inputs and outputs, a hazard and
operability study (HAZOP) is used. A HAZOP uses a set of predefined guide
words for structured analysis. All involved systems, now drawn as blocks, can
be connected for conducting a network analysis. The advantage of this method
is to be able to analyze how a failure can cascade through the interfaces and
then lead to an accident.

Nonetheless, when designing an SoS, as in our example, interfaces are to
be specified, and guidance for the developers must be available already during
the early development stages. Simplifying the communication as proposed by
[27] does not seem to be straightforward. It is furthermore important to clarify
what kind of data is sent and the timing. It is not only failures in the systems
but also the utilized communication channel and its failures that can result in
potential accidents. The method does not describe how to specify the SoS to
enable a safety analysis.

System-Theoretic Process Analysis - STPA

The System-Theoretic Process Analysis (STPA) provides an approach to spec-
ify the system to be analyzed and a method to identify potential accidents and
their possible causes. STPA is a safety analysis method based on the sys-
tems thinking approach STAMP (Systems-Theoretic Accident Modeling and
Processes) presented by Nancy Leveson [15]. Unlike FMEA or FTA, STPA
assumes that accidents are the results of unsafe control actions.

Conducting STPA requires four main steps [9].

1. Define Purpose of the Analysis

2. Model the Control Structure
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1. Define Purpose of the Analysis

2. Model the Control Structure
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3. Identify Unsafe Control Actions

4. Identify Loss Scenarios.

System-of-systems heavily rely on communication between the involved
systems. STPA is targeting risks related to the communication channels, i.e.,
when messages are not received, unintendedly sent, or wrong content is broad-
casted. STPA has been applied to different industrial cases like the control
of unmanned transfer vehicles for supplies to the International Space Station
(ISS) [81] or the control system of fly-by-wire flight control of a helicopter [82].
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Chapter 7

Discussions

This chapter revisits the research questions and discusses how and to what ex-
tent we could answer them. Additionally, we discuss the threats to the validity
of the research leading to the presented contributions.

7.1 General

We had the opportunity to study industrial practices by actively participating
in the development process. Additionally, the involvement in developing en-
tirely new products and direct communication with customers provided us with
insights into the challenges. It was beneficial to apply new methods in an in-
dustrial context to collect data on feasibility and practicability.

Studying industrial practices from the inside makes obtaining data more
accessible. However, we have been facing the following challenges when re-
searching the industry.

Researching a phenomenon requires that the object to be studied is well
defined with clear boundaries. This enables the comparability and generaliz-
ability of the research results. However, the dynamic characteristics of the in-
dustrial projects interrupted a structured research process. In addition, changes
in scope and required adaptions to meet new customer needs have led to ad-
justments in applied research methods and their focus.

The research leading to Paper A is based on the first project’s initial phase,
where information from the customer site was considered. For Paper B, more
information about the interaction between the constituent systems was avail-
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able, making it possible to examine an appropriate safety analysis method.
However, these interactions were not settled yet, leading to timely input data
changes. We identified a concrete technical problem studied in Paper C, Pa-
per E, and Paper F, extracted from industrial projects. One challenge we found
when developing an SoS is that the existing documentation contains a mix-
ture of information. This makes it challenging to conduct a safety analysis.
Therefore, in Papers D, E, and F, we structured the information available in the
industrial project to support a safety analysis.

To summarize, following a stringent research process was one major chal-
lenge we faced throughout this research. Additionally, publishing data about
product safety has been problematic since such information is underlying the
company’s confidentiality regulations. Nevertheless, our research and publica-
tions in this Ph.D. thesis provide insights and solve real problems observed in
an industrial context.

7.2 Research Questions and Solutions

In this section, we revisit each research question and discuss the outcomes of
this research.

7.2.1 Research Question 1 - Is the state of practice sufficient
for analyzing the safety of connected autonomous sys-
tems?

We studied how practitioners work to assure safety when developing safety-
critical vehicles in the industry today. At first, the development of human-
operated vehicles with the existing processes and applied methods was the goal
of our studies. Then, we had the opportunity to be directly involved in devel-
oping autonomous vehicles that shall be operated in a fleet. This allowed us
to observe first-hand information about challenges and gaps of existing pro-
cesses and methods in the industry. Practitioners have methods and processes
available for developing single vehicles with humans operating them. Safety
standards and functional safety standards applied in industry today cover re-
quirements for single-system development. Due to the lack of available and
industrial approved methods for developing an SoS, practitioners apply exist-
ing methods. This leads to challenges when designing a safety-critical SoS,
and potential critical situations may be missed.
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7.2 Research Questions and Solutions 89

We have studied literature to find possible safety analysis methods that
have been successfully applied in the industry when designing collaborative
systems.

Limitations We did not conduct empirical studies to collect information from
different manufacturers to answer this research question. Instead, we solely
studied the earth-moving machinery domain when designing an SoS. We worked
closely with the developers and conducted meetings and interviews to gain in-
sights into this context.

Nonetheless, our involvement in international research projects has shown
that several industrial partners struggled to find suitable methods for develop-
ing safety-critical products. As a result, collaborating systems are of growing
importance and demand appropriate processes and methods to incorporate into
the existing industrial development processes.

Our research results show the demand for structured processes and methods
in the industry to develop an SoS. Furthermore, these processes must be in line
with the existing development processes.

7.2.2 Research Question 2 - How to identify critical situa-
tions and hazards related to an SoS?

We applied and studied safety analysis methods proposed in the literature to
answer this research question. Specifically, we utilize the categorization of
SoS hazards by Redmond [26]. Identifying single system hazards is well un-
derstood in the industry. However, our research interest is finding emergent
hazards resulting from integrating systems into an SoS. Therefore, we applied
the System Theoretic Process Analysis (STPA) to experiment if this method
is suitable for finding emergent hazards in SoS. We identified the limitation of
this safety analysis method and proposed an approach to help to identify state
inconsistencies. For this second approach, we applied Petri Nets to find such
inconsistencies.

As part of our studies, we have searched the literature to learn from the
successful utilization of safety analysis methods in an SoS context. However,
there does not seem to be one solution available because of the complexity of
an SoS.

Limitations We did not try out all potential safety analysis methods in our
context to identify and decide which is best suitable. From our experience, the
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90 Chapter 7. Discussions

complexity of an SoS makes it necessary to use several different safety analysis
methods to find emergent hazards. Additionally, each safety analysis method
has a specific scope and is usually not redundant to other methods. Generally,
this makes it difficult to compare different safety analysis methods. Instead,
we actively chose the safety analysis methods to be studied based on the infor-
mation available in the project and the potential risks we have identified.

Our research shows that it is challenging to identify emergent hazards in a
real industrial context. Specifically, we applied STPA and studied the use of
Petri Nets to enhance an analysis by simulating potential critical situations.

The provided input is of utmost importance when applying any safety anal-
ysis.

7.2.3 Research Question 3: How to support an SoS-centric
safety analysis through a structured process?

From our studies of industrial development of systems-of-systems, we recog-
nize the demand for guidance on how to document an SoS. Specifically, when
the SoS is safety-critical, it is required to document it and its usage in such a
way to support a safety analysis. At first, we developed a structured and hier-
archical process to specify the SoS from different perspectives. This process
helps to distinguish the available information.

As a second step, we have developed a model-based approach to describe
the required development artifacts on the different abstraction levels. As the
last step, we have shown how the information provided in the SafeSoS pro-
cess is used for analyzing safety. All steps guide engineers to structure the
specifications when designing an SoS to support a safety analysis.

We studied literature to find other concepts on structuring the documenta-
tion when designing a safety-critical SoS. There seems to be a lack of docu-
mented solutions that have been proven successful in an industrial context.

Limitations The SafeSoS process and the model-based engineering concepts
for specifying an SoS from different dimensions are derived from our findings
within the industrial projects we have studied. We cannot claim that these
results are generally applicable for any SoS.

However, we have tried our method in the industrial context and exem-
plified how to apply the method. These hands-on data will help engineers in
different domains identify what is relevant in their context. Then, the process
can be tailored to the actual needs. Model-based systems engineering is widely

90 Chapter 7. Discussions

complexity of an SoS makes it necessary to use several different safety analysis
methods to find emergent hazards. Additionally, each safety analysis method
has a specific scope and is usually not redundant to other methods. Generally,
this makes it difficult to compare different safety analysis methods. Instead,
we actively chose the safety analysis methods to be studied based on the infor-
mation available in the project and the potential risks we have identified.

Our research shows that it is challenging to identify emergent hazards in a
real industrial context. Specifically, we applied STPA and studied the use of
Petri Nets to enhance an analysis by simulating potential critical situations.

The provided input is of utmost importance when applying any safety anal-
ysis.

7.2.3 Research Question 3: How to support an SoS-centric
safety analysis through a structured process?

From our studies of industrial development of systems-of-systems, we recog-
nize the demand for guidance on how to document an SoS. Specifically, when
the SoS is safety-critical, it is required to document it and its usage in such a
way to support a safety analysis. At first, we developed a structured and hier-
archical process to specify the SoS from different perspectives. This process
helps to distinguish the available information.

As a second step, we have developed a model-based approach to describe
the required development artifacts on the different abstraction levels. As the
last step, we have shown how the information provided in the SafeSoS pro-
cess is used for analyzing safety. All steps guide engineers to structure the
specifications when designing an SoS to support a safety analysis.

We studied literature to find other concepts on structuring the documenta-
tion when designing a safety-critical SoS. There seems to be a lack of docu-
mented solutions that have been proven successful in an industrial context.

Limitations The SafeSoS process and the model-based engineering concepts
for specifying an SoS from different dimensions are derived from our findings
within the industrial projects we have studied. We cannot claim that these
results are generally applicable for any SoS.

However, we have tried our method in the industrial context and exem-
plified how to apply the method. These hands-on data will help engineers in
different domains identify what is relevant in their context. Then, the process
can be tailored to the actual needs. Model-based systems engineering is widely

122



7.3 Validity 91

applied in industry today. The decision to utilize a model-based approach for
documenting the SoS is aiding the understandability.

7.3 Validity

This section discusses the validity of the results presented in this Ph.D. thesis.
For case studies, Yin [83] describes four validity criteria that need to be dis-
cussed. We utilize this structure to discuss our results and point out limitations.

7.3.1 Construct Validity

Construct validity is about choosing the right source of information to be able
to derive correct findings.

Evaluation: Through our direct involvement in various industrial projects where
autonomous machines are integrated into a SoS, we were able to study impli-
cations and challenges hands-on. We were able to study industrial problems
through direct interaction with developers, the verification team, and customers
where the SoS shall be deployed.

7.3.2 Internal Validity

Internal validity is a criterion to prove if the data processing is biased.

Evaluation: We are not independent because of our work and involvement in
developing solutions for an autonomous open surface mine. Nonetheless, we
were able to study more application scenarios at different open surface mines
with different characteristics, which enables a broader view and less likeli-
hood for developing an island solution. Furthermore, as part of our research
activities, we studied literature and attended relevant conferences to ensure
the relevance of our results. We have participated in research initiatives like
SUCCESS [84] which was part of the Assuring Autonomy International Pro-
gramme at the University of York, UK. In this program, various application
projects with similar challenges are involved. The shared experiences showed
that other companies are struggling with similar questions.
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7.3.3 External Validity
External validity is a criterion to what extend the results can be generalized.

Evaluation: We were not able to study different companies and their processes.
Therefore, the results presented in this Ph.D. thesis are related to a specific
company and specific types of products. We cannot claim that our proposal
can be generalized for any SoS project with safety requirements in the current
research phase. More studies with different cases must be conducted to argue
that our solution can be generalized. This analysis might identify tailoring
points for the SafeSoS process presented in this Ph.D. thesis.

7.3.4 Reliability
Reliability is a criterion for a study if others can replicate it.

Evaluation: We did not conduct a formal case study or formal literature study,
which others could repeat under certain circumstances. We mainly use the
design research method to derive the SafeSoS process and the SafeSoS model-
based development approach. Therefore, it is impossible to argue that the de-
sign research method would lead to the same concept if repeated by others.
Furthermore, the dynamic nature of the development projects we have been
involved in makes it hard to repeat the studies. Instead, our research provides
insights and solutions applicable in an industrial context.
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Chapter 8

Conclusion and Future Work

This chapter concludes this Ph.D. thesis and provides an outlook on potential
future work.

8.1 Conclusion

In this Ph.D. thesis, we have introduced a new structured and hierarchical
process to aid the development of systems-of-systems. This method utilizes
model-based development concepts that provide the required input for safety
analysis methods. The industrial projects we have been able to study developed
connected and autonomous solutions for transporting material in open-surface
mines. These industrial applications apply autonomous machines that oper-
ate in a fleet and collaborate with other human-operated machines in off-road
environments. Such complex systems can be seen as an SoS, where the con-
stituent systems interact to achieve a targeted goal. In such an SoS, all possible
interactions and critical situations must be identified to design safe solutions.
As an initial phase for this work, we have studied the existing development
processes in the industry with an emphasis on safety-related activities. Specif-
ically, we were interested in which safety analysis methods are applied in in-
dustrial projects. Our study revealed gaps and challenges when developing a
safety-critical SoS. These gaps have been the initial phase of this research.

In our first approach towards a safety analysis, we propose the HiSoS
method to identify critical situations and areas at an off-road open surface mine
with autonomous vehicles. Next, we have applied the System-Theoretic Pro-
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cess Analysis (STPA) to find emergent hazards. We evaluated STPA in our case
and identified its limitations for an SoS. Specifically, we found a risk when the
states between constituent systems do not match. We have studied a control-
takeover scenario, where an autonomous vehicle shall be disconnected from the
fleet server and receive commands from an operator with a remote control. We
have shown that inconsistent states between the constituent systems may lead
to accidents. To unearth those inconsistencies, we applied Petri Nets to model
the state machines of each involved constituent system. We have shown how to
connect those Petri Nets and run simulations to find potential inconsistencies.
Finally, we have presented our SafeSoS process. The SafeSoS is a structured
and hierarchical process to capture an SoS’s characteristics to support a safety
analysis. We distinguish three levels of abstraction. First, at the SoS Macro
level, the scope of the SoS is defined. Second, the internal perspective of the
SoS, including interactions between constituent systems, is documented on the
SoS Meso level. Last, on the SoS Micro Level, the focus is on the single con-
stituent systems. We presented a model-based approach to provide details on
each SafeSoS level. Additionally, we have shown how this information can be
applied as input to safety analysis methods. Specifically, we have applied fault
tree analysis (FTA), failure mode and effect analysis (FMEA), and hazard and
operability study (HAZOP) to identify emergent hazards.

All studies we have conducted leading to the results presented in this Ph.D.
thesis are related to industrial practice. We have examined our concepts in
the industry, which helped us obtain valuable input to improve and refine our
methods.

8.2 Future work
Our research shows that systems-of-systems are complex, and achieving safety
for such systems requires a structured approach. In this section, we provide
potential directions to continue this work.

8.2.1 Processes

Today’s industrial development processes of producing single human-operated
machines are defined with mapping to various product safety standards. Fol-
lowing these processes will generate the required arguments for compliance
with the product safety standards. In our approach, we provide a concept for
documenting the characteristics of an SoS. These processes need to be aligned
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with existing industrial development processes. The emergent hazards iden-
tified on the SoS level must be traced to the development processes of each
constituent system. Additionally, which evidence needs to be provided for an
SoS requires further research.

8.2.2 Artificial Intelligence

As for now, the autonomous vehicles in our studies utilize predefined tracks
that are recorded manually before production. The autonomous machines re-
ceive their missions from a central server. These missions are predefined and
command how the vehicles shall follow the track. The environment at a quarry
site is dynamic. For example, new areas are prepared for fetching material, and
tracks may disappear because of changes in the quarry site planning. Prepar-
ing the tracks, adjusting the missions, and changing the recorded tracks upon
changes at the open surface mine has a high effort footprint for a customer. Au-
tomated vehicles will gain more autonomy in the future to reduce this effort.
However, this autonomy will increase the demand for artificial intelligence (AI)
within those vehicles. They need to adjust to the demand make decisions based
on perception. AI will raise more challenges concerning product safety because
the behavior is not hardcoded but is learned instead. Proving that the SoS is
operating as intended requires further research.

8.2.3 Product Line Engineering

Product Line Engineering is a widely applied concept for developing software
and systems in an industrial context. The target of the product line concept is
to derive development artifacts that are common for a range of products. These
artifacts can form a platform that can be used for different products. Similarly,
the same mindset can be applied for developing an SoS. Only a specific vehi-
cle type is automated and operated in a fleet in our studied projects. However,
autonomy and system-of-systems are not limited to a single instance. Instead,
more vehicles will be automated in the future, and different SoS solutions are
required to support diverse production workflows. Therefore, it is necessary to
study how a common platform can be derived to meet the requirements in dif-
ferent application scenarios. Product line engineering research provides point-
ers to solutions. How features are derived and documented for an SoS requires
further research.
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8.2.4 Safety and Cybersecurity Dependencies
The constituent systems in a system-of-systems rely on the data shared between
them and the site server. For example, suppose a mission sent from the server
to an automated machine is corrupted. In that case, the automated machine is
potentially behaving unintended or entering critical areas in the open-surface
mine. Because this relies on shared data’s correctness, the communication
channel is vulnerable and needs to be included in a safety analysis. The close
interaction between safety and cybersecurity is more explicit in an SoS than in
single machines. Further research is required to study and refine methods for
analyzing cybersecurity for an SoS.
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[55] Flavio Oquendo, Jérémy Buisson, Elena Leroux, Gersan Moguérou, and
Jean Quilbeuf. The sosADL studio. In Proceedings of the International
Colloquium on Software-intensive Systems-of-Systems at 10th European
Conference on Software Architecture - SiSoS@ECSA ’16, New York,
New York, USA, 2016. ACM Press.

[56] Valdemar Vicente Graciano Neto, Carlos Eduardo Barros Paes, Lina
Garcés, Milena Guessi, Wallace Manzano, Flavio Oquendo, and
Elisa Yumi Nakagawa. Stimuli-SoS: a model-based approach to derive
stimuli generators for simulations of systems-of-systems software archi-
tectures. Journal of the Brazilian Computer Society, 23(1), 12 2017.

[57] Eduardo Silva, Thais Batista, and Flavio Oquendo. A mission-oriented
approach for designing system-of-systems. In 2015 10th System of Sys-
tems Engineering Conference (SoSE). IEEE, 5 2015.

[58] Eduardo Silva, Everton Cavalcante, Thais Batista, and Flavio Oquendo.
Bridging Missions and Architecture in Software-Intensive Systems-of-
Systems. In 2016 21st International Conference on Engineering of Com-
plex Computer Systems (ICECCS). IEEE, 11 2016.

[59] Pedro Daniel Borches. A3 architecture overviews : a tool for effective
communication in product evolution. PhD thesis, University of Twente,
Enschede, The Netherlands, 12 2010.

[60] Rien L Kooistra, G Maarten Bonnema, and Jacek Skowronek. A3 Archi-
tecture Overviews for Systems-of-Systems. Complex Systems Design \&
Management, 2012.

[61] K. Schuitemaker, J. G. Braakhuis, and M. Rajabalinejad. A model based
safety architecture framework for Dutch high speed train lines. In 2015

134



Bibliography 103

10th System of Systems Engineering Conference (SoSE), pages 24–29.
IEEE, 5 2015.

[62] Object Management Group. UML - Unified Modeling Language.
https://www.uml.org/, (accessed December 12, 2021).

[63] Object Management Group. SysML-Systems Modeling Language.
https://sysml.org/, (accessed December 12, 2021).

[64] Object Management Group. UAF - Unified Architecture Framework.
https://www.omg.org/spec/UAF/, (accessed December 12, 2021).

[65] Fatma Dandashi and Matthew C Hause. UAF for system of systems mod-
eling. In 2015 10th System of Systems Engineering Conference (SoSE).
IEEE, 5 2015.

[66] Oliver C. Eichmann, Sylvia Melzer, and Ralf God. Model-based Devel-
opment of a System of Systems Using Unified Architecture Framework
(UAF): A Case Study. In 2019 IEEE International Systems Conference
(SysCon). IEEE, 4 2019.

[67] Marco Mori, Andrea Ceccarelli, Paolo Lollini, Bernhard Frömel,
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