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Abstract

A rising level of industrialization and advances in Industry 4.0 have resulted in
Industrial Internet of Things (IIoT) gaining immense significance in today’s
industrial automation systems. IIoT promises to achieve improved productivity,
reliability, and revenues by connecting time-constrained embedded systems to
“the Internet”. New opportunities bring with them challenges, and in particular
for industrial networks, massively interconnected IIoT devices communicating
in real-time, require synchronized operation of devices for the ordering of
information collected throughout a network. Thus, a time or clock
synchronization service that aligns the devices’ clocks in the network to ensure
accurate timestamping and orderly event executions, has gained great
importance. Achieving adequate clock synchronization in the industrial domain
is challenging due to heterogeneous communication networks and exposure to
harsh environmental conditions bringing interference to the communication
networks. The investigative study based on existing literature and the
envisioned architecture of the future industrial automation system unveils that
the key requirements for future industrial networks are to have a cost-effective,
accurate, scalable, secured, easy to deploy and maintain clock synchronization
solution. Today’s industrial automation systems employ clock synchronization
solutions from a wide plethora of hardware and software based solutions. The
most economical, highly scalable, maintainable software-based clock
synchronization means are best candidates for the identified future requirement
as their lack in accuracy compared to hardware solutions could be compensated
by predictive software strategies.

Thus, the thesis’s overall goal is to enhance the accuracy of software-based
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ii

clock synchronization in heterogeneous industrial networks using predictable
software strategies. The first step towards developing an accurate clock
synchronization for heterogeneous industrial networks with real-time
requirements is to investigate communication parameters affecting time
synchronization accuracy. Towards this goal, we investigated actual industrial
network data for packet delay profiles and their impact on clock
synchronization performance. We further analyzed wired and wireless local
area networks to identify key network parameters for clock synchronization and
proposed an enhanced clock synchronization algorithm CoSiNeT for field IoT
devices in industrial networks. CoSiNeT matches well with state-of-the-practice
SNTP and state-of-the-art method SPoT in good network conditions in terms of
accuracy and precision; however, it outperforms them in scenarios with
degrading network conditions.
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Sammanfattning

En ökande grad av industrialisering och framsteg inom industri 4.0 har
resulterat i att Industrial Internet of Things (IIoT) fått enorm betydelse i dagens
industriella automationssystem. IIoT lovar förbättrad produktivitet,
tillförlitlighet och intäkter genom att ansluta tidskritiska inbyggda system till
Internet. Nya möjligheter medför också nya utmaningar, särskilt för
industriella nätverk bestående av stora mängder av sammankopplade
IIoT-enheter som kommunicerar i realtid. Detta kräver synkroniserad drift för
hantering av de stora informationsmängder som samlas in via nätverken.
Således har en tids- eller klocksynkroniseringstjänst som justerar enheternas
klockor i nätverket stor betydelse för att säkerställa korrekt tidsstämpling och
ordnade händelseförlopp. Att uppnå adekvat klocksynkronisering inom
industriella tillämpningar är utmanande på grund av heterogena
kommunikationsnätverk och exponering av tuffa miljöförhållanden som stör
kommunikationsnäten. Den undersökande studien utgår från befintlig litteratur
och den tänkta arkitekturen för det framtida industriella automationssystemet
visar att de viktigaste kraven för klocksynkronisering i framtida industriella
nätverk är att ha en lösning som är kostnadseffektiv, exakt, skalbar, säker, lätt att
distribuera och underhålla. Dagens industriella automationssystem använder
klocksynkroniseringslösningar från en mängd olika hårdvaru- och
mjukvarubaserade lösningar. De mest ekonomiska, skalbara och underhållsbara
mjukvarubaserade klocksynkroniseringslösningarna är de bästa kandidaterna för
det identifierade framtida behovet eftersom deras brist på noggrannhet jämfört
med hårdvarulösningar kan kompenseras av prediktiva programvarustrategier.

Avhandlingens övergripande mål är således att öka noggrannheten i
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iv

mjukvarubaserad klocksynkronisering i heterogena industriella nätverk med
förutsägbara programvarustrategier. Det första steget mot att utveckla en
noggrann klocksynkronisering för heterogena industrinätverk med realtidskrav
är att undersöka de kommunikationsparametrar som påverkar
tidssynkroniseringsnoggrannheten. Mot detta mål undersökte vi nätverksdata
för paketfördröjningsprofiler från faktiska industriella system och deras
inverkan på klocksynkroniseringsprestanda. Vi analyserade också trådbundna
och trådlösa lokala nätverk för att identifiera viktiga nätverksparametrar för
klocksynkronisering och föreslog en förbättrad klocksynkroniseringsalgoritm,
CoSiNeT för IIoT-enheter i industriella nätverk. CoSiNeT har liknande
prestanda som SNTP och den senaste algoritmen SPoT under bra
nätverksförhållanden när det gäller noggrannhet och precision. CoSiNeT
överträffar både SNMP och SPoT i scenarier med försämrade
nätverksförhållanden.
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Chapter 1

Introduction

Internet of Things (IoT) has revolutionized many businesses by changing how
data is utilized to make products and services more efficient, reliable, and
profitable. Industrial internet of things (IIoT) in its turn, can bring
transformation in automation business allowing it to achieve improved
productivity, reliability, and revenues by connecting industrial devices to “the
Internet” [1]. However, the adoption of IoT in industrial automation is less
proactive compared to other businesses [2] as industrial systems in coal, steel,
oil, gas, chemical domains are complex, safety-critical, and hazardous. Also,
any process failure in such systems has a significant impact as it can result in
production stalls, a loss of revenues or human lives. To enable further
acceptance, IIoT systems need to meet the strict requirements of industrial
automation domain by overcoming challenges related to security, availability,
interoperability, reliability, and deterministic communication.

Most industrial applications that deal with control and interlock are
time-sensitive and mission-critical. They often require activities to be carried
out simultaneously and with proper time sequencing. A clock or time
synchronization solution establishes a time server that distributes time to client
devices in the network, and enables a common time base and correct
sequencing of events in an industrial network. Thus, clock synchronization is
essential for the correct and consistent operation in the majority of automation
systems. Synchronized devices accurately timestamp events and enable timely
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4 Chapter 1. Introduction

communication of messages over a communication network. An inaccurate and
inconsistent data analysis is a common consequence of improper
synchronization, and can affect automation functions, e.g., by producing false
commands and warnings. The alignment of time, i.e., time synchronization, is
critical for the correct performance of automation functions [3].

Traditionally industrial networks predominantly used reliable wired
networks in order to meet the hard deadlines required for critical control
functions. Wireless solutions are finding great attention in today’s industrial
networks due to increased mobility, flexibility at reduced cost and weight
compared to their wired counterparts. However, wireless links are prone to
frequent missing packets and variable packet delays that may result into
unreliable data communication. Many industrial systems have started adopting
wireless solutions for monitoring applications, e.g., wireless sensor networks at
the field level for data acquisition. Thus, industrial networks are increasingly
becoming heterogeneous networks that comprise of both wired and wireless
network parts [4]. In addition, the industrial network conditions are more
dynamic than a standard Ethernet network, and the harsh, hostile environment
in industries adds noise and interference to make the situation worse. Together,
the harsh environment, and the varying channel conditions due to heterogeneous
networks lead to packet loss, packet delay variation (PDV), and concession.
Since PDV and other network deteriorating conditions directly impact the
accuracy of clock synchronization, achieving the adequate levels of
synchronization accuracy in industrial networks is extremely challenging. This
thesis is focused on clock synchronization in heterogeneous industrial networks.

Industrial automation systems evolve from the existing rigid automation
pyramid to a flexible and re-configurable architecture due to the market and
business evolution. The advancement of cyber-physical systems (CPS) and IIoT
is expected to enable the future evolution of industrial networks through
Industry 4.0 with the possibility of realizing advanced industrial applications
such as cloud robotics, factory drones, and smart grid monitoring [5]. The
detailed investigation of future industrial applications [3],[6] revealed key time
synchronization requirements for future industrial networks. Future time
synchronization needs to be cost-effective, accurate, precise, easy to deploy and
maintain, highly scalable and secured, and efficiently monitored among others.
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5

Currently, industrial networks use two types of synchronization:
hardware-based clock synchronization used by Global Positioning
Systems (GPS), Inter-range instrumentation group time codes B (IRIG-B) [7],
One Pulse Per Second (1PPS), Precision Time Protocol (PTP) [8] and
software-based clock synchronization used by Network Time Protocol (NTP),
Simple Network Time Protocol (SNTP) [9] as well as many vendor-specific
solutions. Fig. 1.1 depicts the comparison of state-of-practice hardware and
software clock synchronization solutions. Two prominent and widely used
hardware and software-based clock synchronization solutions, PTP and NTP
respectively were selected for the comparison. The two mechanisms were
qualitatively rated (very low, low, medium, high, very high) on important
parameters such as ease of implementation, maintenance, cost, accuracy,
overheads, monitoring, security and scalability.

Figure 1.1. Qualitative comparison of hardware- and software-based clock
synchronization solutions

The state-of-practice hardware-based clock synchronization solutions
provide a higher accuracy needed for advanced applications. However, they
require hardware support in devices for precise timestamping, resulting in
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6 Chapter 1. Introduction

higher cost, maintenance, and lower scalability. On the other hand, the
software-based clock synchronization solutions are economical, highly scalable,
easy to deploy and maintain. Thus, software-based clock synchronization
solutions look like better candidates for future industrial networks, even though
they lag in accuracy compared to hardware-based solutions.

Therefore, achieving an adequate synchronization accuracy in future
industrial networks using software-based clock synchronization solutions that
are cost-effective, accurate, scalable, easy to deploy, and maintain is a
significant research challenge. One of the software paradigms, predictable
software systems is gaining attention of researchers who deal with developing
time-sensitive systems that address non-deterministic aperiodic events from its
physical environment. Predictable software systems overcome challenges of
traditional design and validation technologies such as variability of the system,
adaptability to changing scenarios, the multiplicity of infrastructures and
devices, and addressing real-time and mobility issues [10]. The principles of
predictable software systems such as system identification, time series analysis
can be applied to deal with packet loss, PDV due to device and network
variability, and predict delays with adequate precision. Thus, the software
predictable clock synchronization algorithm can potentially improve the
accuracy in industrial networks.

1.1 Problem Formulation

Industry 4.0 has enabled the implementation of advanced applications like cloud
robotics and drones for manufacturing. Most of the industrial applications are
based on the transfer of time over a network, so the alignment of time or time
synchronization is critical for further successful adaptation of IIoT [6]. The
accuracy of network-based clock synchronization strongly depends on packet
loss and PDV due to all the participating devices in industrial networks. The main
contributors of packet loss and jitter or PDV encountered by timing signals are
transmission delays associated with communication media, processing delays
related to end devices, and switches, and queuing delays related to network
switches [11].

Achieving adequate time synchronization for industrial applications within
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1.2 Research Methodology 7

the new paradigm is challenging due to following reasons:
1) The software-based clock synchronization method performs timestamping

at application layer (APP) as compared to MAC layer timestamping for hardware
counterpart. Thus, the timing message carrying timestamps encounters delay and
jitter due to TCP or UDP, IP, MAC and physical layers before entering network
during its transmission or after being received from network to device during its
reception. Therefore, end device protocol stack contributes significantly to PDV.

2) In industrial systems the software and hardware network resources such
as switches, routers contribute significantly to delay variations, and the exposure
to harsh environmental conditions bring interference to the communication
network. Thus, industrial networks pose challenging conditions for establishing
and maintaining clock synchronization with an adequate accuracy and precision
in field, control, or client-server networks [12],[13]. The ever-increasing network
heterogeneity due to the growing adoption of wireless networks, e.g., Wi-Fi,
Bluetooth, Zigbee, in the industrial networks makes it further challenging [1].

3) IIoT incorporates hundreds of IoT devices across a factory site to collect
data from various subsystems. These typically are inexpensive field devices
that have low-cost oscillators and are low on computation and communication
resources. Given these limitations, IIoT devices often become a source of
additional synchronization errors, e.g., under extreme temperatures, oscillators
introduce significant offset errors in the synchronization process [14]. Besides
this, the lower memory and communication capabilities limit the deployment of
computationally extensive and hence accurate time synchronization algorithms.

Using predictable software strategies to address these challenges and
enhance the clock synchronization accuracy in industrial networks is the focus
of this work.

1.2 Research Methodology

Based on the formulated problem, the goal of the research work was derived.
The research goal led to the formation of the hypothesis. Finally, the research
questions were framed in order to validate the hypothesis.
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8 Chapter 1. Introduction

1.2.1 Research Goal

The enhancement of the software-based clock synchronization algorithm for
future industrial networks, aiming to enable future evolution of industrial
networks, drives our research and leads to the overall goal of this thesis.

Goal: Enhancing the performance of clock synchronization in
heterogeneous industrial networks to enable the evolution of future
industrial automation from hierarchical and rigid to flexible, reconfigurable
and convergent architectures.

Given the goal and the problem described above, the following hypothesis
is used in the thesis:

Hypothesis: It is possible to improve the accuracy and precision of
software-based clock synchronization in future industrial networks, utilizing
predictable software strategies to cope with heterogeneity and network
dynamics.

1.2.2 Research Questions:

To reach the goal, the following research questions must be addressed:

• RQ1: What are the key clock synchronization requirements for industrial
networks enabling significant shift towards future industrial automation
systems?

• RQ2: How to extract key communication performance metrics from
industrial network traffic data in order to provide guarantees on the
performance of new clock synchronization algorithms as a supporting
evidence?

• RQ3: How the clock synchronization errors in industrial networks can be
addressed by means of a new software-based algorithm that improves the
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24



1.2 Research Methodology 9

accuracy and precision of state-of-practice methods?
3.1: To what level the accuracy and precision of clock synchronization
in future industrial networks can be improved over the state of practice
using the newly developed clock synchronization algorithm?

1.2.3 Research Process

The topic of research processes and methods in computer science is important
and underlies any research activity. Several studies have proposed road-maps
and guidelines for conducting research in this field. Since the research goal of
this thesis is to construct new methods, techniques, and theoretical foundations
based on the existing knowledge, to contribute to solving real-world problems,
we plan to adapt the research methodology proposed by Holz et al. [15]. The
authors present the four significant steps: i) problem formulation, ii) solution
design, iii) implementation, and iv) evaluation of the solution. The research
methodology adapted from these four steps is described in Fig. 1.2.

Figure 1.2. Research process
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10 Chapter 1. Introduction

In this methodology, first, the problem is formulated based on the current
state of practice and state of the art. After that, the gap in current knowledge
is identified, and a theoretical solution to bridge the gap is proposed. Next, a
practical solution is implemented based on new theoretical constructs. Finally,
the implemented solution is evaluated against the initially formulated problem.

Figure 1.3. This thesiss’ research process

Fig. 1.3 describes the research process adopted in this thesis and is built
upon presented methodology. The literature review and envisioned future
architecture of industrial automation systems enabled us to define future
industrial networks’ synchronization needs. Further, the analysis of future
requirements with state-of-the-art and practice solutions revealed the research
gaps. Paper PA included the challenges in existing synchronization systems,
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1.3 Thesis Outline 11

whereas PB included future synchronization challenges in industrial networks.
This analysis was used for the formulation of early research questions and
hypotheses. The next step was to analyze heterogeneous communication
networks to understand the network dynamics. In paper PC , we selected the
existing conceptual frameworks which underlie this research and related it to
existing knowledge. Paper PC , analyzed actual industrial network data from the
factory site to identify the key communication parameters and their
characteristics, which were further utilized to assess the performance of time
synchronization service within the industrial network.

Within the next step, Paper PD, a solution was proposed for enhancing the
accuracy of software-based clock synchronization in local area networks.
Computer simulators such as Matlab were used to implement the improved
synchronization algorithms. To evaluate the functional behavior and
performance of new methods, the network data captured from local area
networks was used as a stimulus for the generation of output data. The output
was then quantitatively analyzed through a statistical analysis to prove the
hypothesis. Paper PE , Paper PF would comprise the new clock synchronization
methods for wide area networks planned for the next phase.

1.3 Thesis Outline

This licentiate thesis contains two parts. Part I is an overview of the thesis
and is organized as follows. We first present the background to the thesis in
Chapter 2. In Chapter 3, we provide an overview of the included papers and
the contributions brought by each of them. The related work is discussed in
Chapter 4. In Chapter 5, we present conclusions and an outline of future work
towards a doctoral thesis. Part II includes the collection of included papers.
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Chapter 2

Background

This chapter contains background information on the work presented in this
thesis. The chapter consists of two main parts. The first part introduces
industrial networks, and the second part covers network-based clock
synchronization principles, sources of errors, protocols, and typical clock
synchronization protocols used in industrial networks. In the end, the chapter
describes future industrial evolution and its envisioned architecture.

2.1 Industrial Networks

Industrial automation systems are used in a variety of process industries such
as oil and gas, cement and glass, paper and pulp, food beverage, electric power,
chemical, pharmaceutical, metal, and mineral, marine. The automation systems
provide an IT architecture-based integration platform with seamless connectivity
to plant systems, applications, and field infrastructure that enables a flexible,
integrated, and collaborative environment.

An industrial communication network is a backbone for any automation
system architecture. It provides a powerful means of data exchange, data
controllability, and flexibility to connect various devices. These networks can
be either Local Area Network (LAN) or Wide Area Network (WAN) required to
communicate vast amounts of data using a limited number of channels.
Commercial communication networks enable best-effort data communication
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14 Chapter 2. Background

among computers, peripherals, and other devices. In contrast, the industrial
communication networks handle real-time control and data integrity in harsh
environments over large installations. The following are the special features of
industrial networks that set them apart from commercial networks:
Latency: Latency is defined as the time duration between a time at which data is
sensed by a sensor and the time the actuator receives the same processed data
for action. Most of the control and interlock applications require latency in the
order of milliseconds. Thus, offering low latency and low jitter communication
in industrial networks is an essential requirement [16].
Reliability and Availability: The industrial systems for coal, steel,
pharmaceuticals, oil, gas, chemicals, etc., are complex, critical, and hazardous.
Any process failure has a significant impact as it can result in production stalls,
a loss of revenues, or human lives. Hence, the communication systems in
industrial environments need to be highly reliable and fault-tolerant [17].
Determinism: Determinism and predictability, the ability to foresee and know
how the system will behave is critical for the support of all the components in
the system. Time-sensitive industrial applications’ performance depends upon
industrial networks providing real-time, deterministic, and predictable data
transfers [2]. The critical industrial applications require the data to be
exchanged in real-time to meet the latency deadlines. These deadlines are hard
and must be achieved. Consecutive deadline misses due to excessive packet
delays can put automation systems in an unsafe state.
Heterogeneity: Heterogeneity can be defined at many levels of a system. In the
context of communication, a heterogeneous network comprises networks of
different natures, e.g., a network including wired and wireless sub-networks.
Traditionally industrial systems used wired links to achieve timeliness and
deterministic data deliveries. However, many industrial systems have started
adopting wireless solutions for monitoring applications [18], e.g., wired
networks at the control level for controllers and wireless sensor networks at the
field level for data acquisition. Thus, industrial networks are increasingly
becoming heterogeneous networks [19]. The wireless links can not provide the
same communication performance as wired links due to their broadcast nature.
Besides, under the umbrella of wireless networks, there are possibilities to use
different wireless technologies together, which can potentially interfere and
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2.1 Industrial Networks 15

degrade communication performance.

2.1.1 Communication in Industrial Automation Systems

Fig. 2.1 shows the hierarchical structure of the industrial automation systems,
also known as the automation pyramid, based on the ISA-95 standard [20] for
enterprise-control system integration. The hierarchical levels field, control,
production, and enterprise define the stages at which decisions are made. The
bottom two and partly third levels consist of Operations Technology (OT)
equipment and protocols, which are the critical part of the plant automation
system. All the above layers consist of Information Technology (IT) equipment
and protocols. Typically, the system complexity increases and real-time
performance requirements tighten when going from higher to lower levels.

Figure 2.1. Automation pyramid architecture of industrial automation systems

System communication in typical automation systems is based on Ethernet
and TCP/IP networks. The industrial network follows a hierarchical structure
consisting of levels, namely, field, control, client/server, and corporate IT
networks [2], [21].
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16 Chapter 2. Background

Field Network

A field network supports different field-buses, many of which are based on
Ethernet. The field network connects the field devices such as sensors, actuators,
IO systems, motor control systems, electrical protection relays, and gateways.

Control Network

A control network is a network that enables communication between controllers
and field devices. It is a LAN that is optimized for high-performance and reliable
communication with predictable response times. Controllers in this network are
connected to the upper-level client/server network via connectivity servers.

Client/Server Network

A client/server network is used for communication among servers and between
client workplaces and servers. The server functions mainly consist of data
acquisition, alarm processing, calculations, and historical data recording. The
client functions provide a capability to access server data by mimic displays,
alarm lists, trends, as well as controlling field devices. The client functions also
provide an ability for an engineer to configure and maintain various databases
implemented on the server. The client/server network is a trusted network zone
that is typically protected by firewalls. From a configuration perspective, it is a
private IP network that uses static addresses.

Plant/Corporate IT Network

The top corporate IT or plant supports administrative functions, production
control, and scheduling. A plant network used for process automation purposes,
is part of the already available intranet at the plant site.

2.2 Clock Synhronization

This section describes the principle behind network-based clock synchronization
protocols, i.e., exchanging timing messages between distributed clocks and
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2.2 Clock Synhronization 17

correction of deviated clocks. These exchanges provide raw delay and time
offset measurements. The clock synchronization control algorithm uses signal
processing techniques to process these raw measurements to improve the clock
synchronization accuracy among devices.

2.2.1 Clock Synchronization Principle

The typical clock synchronization process involves a master (server) device and
a slave (client) device that continuously synchronizes its clock with the clock of
the master device. Fig. 2.2 shows the server and client clock relationships.

Figure 2.2. Time relationship between server clock xS(t) and client clock xC(t)

The first order model of a clock server (master clock) is

xS(t) = ΦS .t+ ΘS , (2.1)
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18 Chapter 2. Background

where ΘS is the initial time offset, ΦS is the clock frequency, and t denotes true
time. For high quality clocks have ΦS

∼= 1. Similarly, for a client clock (slave
clock),

xC(t) = ΦC .t+ ΘC . (2.2)

In embedded systems, xC(t) and xS(t) are local readings of the local clock
(counters) at time t. In general, a clock xC(t) has a time-varying offset x(t)
against the reference clock xS(t),

xC(t) = xS(t) + x(t). (2.3)

The task of the clock synchronization is to synchronize the client (software)
clock xC(t) to the server clock xS(t), by estimating and compensating the
time offset x(t). The time offset will, in the first-order approximation, increase
linearly with time due to the frequency offset y0 (skew),

x(t) = (ΦC − ΦS).t+ (ΘC −ΘS) = y0.t+ x0, (2.4)

where, x0 is the initial time offset between a client and a server. Thus,
compensation of the time offset can be improved by also taking into account
this linear component. In practice, the frequency offset of the client clocks
should be small, in the order of |y0| ≤ 100ppm.

The basic method to estimate the message transmission delay over a
network is to measure the “echo” delay time of a sounding message; half of the
echo round-trip time is an estimate of the one-way delay to be used for clock
correction under the assumption of the transmission delay being symmetrical.
To improve accuracy, the message processing delay is eliminated by exchanging
appropriate timestamps as shown in Fig. 2.3

At true time t1, or client time T1 = xC(tn), the client sends a Delay_Request
message to the server. The message is received by the server at true time
(tn + dCS), or server time T2 = xS((tn + dCS), where dCS is the transmission
delay from client to server. Using the linear clock models above the following
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2.2 Clock Synhronization 19

Figure 2.3. One-way time distribution and two-way delay measurement

can be calculated:

T1 = xC(tn) = ΦC .tn + ΘC , (2.5)

T2 = xS(tn + dCS) = ΦS .(tn + dCS) + ΘS . (2.6)

The server responds at time (tn + dCS + dS), where dS is the processing
time in the server. The Delay_Response message carries the time stamps T2
and T3, where T3 = xS .(tn + dCS + dS). This message is received by the
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20 Chapter 2. Background

client at time (tn + dCS + dS + dSC), which the client time stamps with
T4 = xC .(tn + dCS + dS + dSC), further T3 and T4 could be calculated as:

T3 = xS(tn + dCS + dS) = ΦS .(tn + dCS + dS) + ΘS , (2.7)

T4 = xC(tn + dCS + dS + dSC) = ΦC .(tn + dCS + dS + dSC) + ΘC . (2.8)

The four measurements T1, T2, T3, and T4 are now available at the client, from
which it can calculate the unknown delays (dCS + dSC) and its clock offset ΘC

by solving Eq. (2.4) to (2.8):

dCS + dSC =
T4 − T1

ΦC
− T3 − T2

ΦS
, (2.9)

hence,

d̂ =
T4 − T1

2ΦC
− T3 − T2

2ΦS
, (2.10)

and,

Θ̂C =
1

2
(T1 −

ΦC

ΦS
T2) +

1

2
((T4 −

ΦC

ΦS
T3) + ΦC

∆d

2
+

ΦC

ΦS
ΘS . (2.11)

In Eq. (2.10), d = (dCS+dSC)/2 is the average one-way delay, and in Eq. (2.11),
∆d = (dCS−dSC) is the asymmetry in the bidirectional delays, i.e., dCS = d+
∆d/2 and dSC = d−∆d/2. The standard assumptions in most implementations
are

• delays are symmetric, i.e., ∆d = 0;

• the clock server provides the reference clock as true time t, hence ΦS = 1
and ΘS = 0;

• the client frequency error is neglected, i.e. ΦC = 1.
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2.2 Clock Synhronization 21

Then, the general formulas can be simplified to the well-known formulas used,
e.g., in NTP/SNTP and PTP,

d̂ =
T4 − T1

2
− T3 − T2

2
, (2.12)

Θ̂C =
1

2
(T1 − T2) +

1

2
(T4 − T3). (2.13)

As described above, the software clock corrects the clock reading xC(t) by the
estimated offset ΘC . This two-way method for time synchronization relies on a
stable and reliable communication network between the clients and the server.
The communication is time-critical in the sense that any stochastic variation
and asymmetries in the delays dCS(t) and dSC(t) affect the synchronization
accuracy.

Clock synchronization algorithms improve the estimation and tracking of
time offset and possibly frequency offset, using a sequence of measurements
performed at times tn, tn+1, tn+2, ...

Such algorithms measure time offset, assuming that the (client) clock is free
running. Given the time and frequency offset of the client clock at time tn, the
client software clock as per Eq. (2.1) is,

xC(t) = ΦC(tn).t+ ΘC(tn) for t ≥ (tn). (2.14)

In order to maintain synchronization with the reference (server) clock, the client
clock must be corrected. For clock correction, there are many methods in
practice for time and frequency compensation. In direct compensation method,
once estimates of time (Θ̂C) and frequency offset ( ˆy0(n)) are available at the
client, its clock parameters from Eq. (2.14) can be updated directly by,

ΘC(tn + 1) := ΘC(tn)− Θ̂C , (2.15)

ΦC(tn + 1) := ΦC(tn)− ˆy0(n). (2.16)

It can be verified that these corrections align the client clock parameters to the
reference clock parameters ΘS and ΦS .
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stable and reliable communication network between the clients and the server.
The communication is time-critical in the sense that any stochastic variation
and asymmetries in the delays dCS(t) and dSC(t) affect the synchronization
accuracy.

Clock synchronization algorithms improve the estimation and tracking of
time offset and possibly frequency offset, using a sequence of measurements
performed at times tn, tn+1, tn+2, ...

Such algorithms measure time offset, assuming that the (client) clock is free
running. Given the time and frequency offset of the client clock at time tn, the
client software clock as per Eq. (2.1) is,

xC(t) = ΦC(tn).t+ ΘC(tn) for t ≥ (tn). (2.14)

In order to maintain synchronization with the reference (server) clock, the client
clock must be corrected. For clock correction, there are many methods in
practice for time and frequency compensation. In direct compensation method,
once estimates of time (Θ̂C) and frequency offset ( ˆy0(n)) are available at the
client, its clock parameters from Eq. (2.14) can be updated directly by,

ΘC(tn + 1) := ΘC(tn)− Θ̂C , (2.15)

ΦC(tn + 1) := ΦC(tn)− ˆy0(n). (2.16)

It can be verified that these corrections align the client clock parameters to the
reference clock parameters ΘS and ΦS .
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2.2.2 Sources of Errors

Theoretically, it is possible to achieve perfect clock synchronization accuracy.
There are practical aspects related to a communication network and the
embedded devices participating in network synchronization that degrade the
clock synchronization performance. Fig. 2.4 shows the typical delays
encountered by timing messages exchanged by a server and client devices. The

Figure 2.4. Timing message path between server and client devices

main contributors of packet loss, jitter, or PDV encountered by timing signals,
are transmission delays associated with communication media, processing
delays related to end devices and switches, and queuing delays related to
network switches [11]. Clock synchronization performance is hampered by
delays and jitter accumulated in the network and in the timestamping
procedures of the devices being synchronized. This is particularly critical in
software timestamp-based synchronization, where both software- and
hardware-related sources contribute to this behavior. The following section
describes these sources of error in detail.
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Packet Delay Variation in Communication Network

In network-based clock synchronization, the special hardware-enabled
communication switches provide in-path support for synchronization messages
by compensating for the processing/ residence/ forwarding delays along the
path, and thereby increasing the accuracy. The impact of PDV on the clock
synchronization performance depends on the in-path support and the number of
hops without compensation for delays. In software-based clock synchronization
such as NTP/SNTP, in-path support is not possible as the communication
switches do not have capability to correct the delays. In the factory
environments, most PDV is expected to come from propagation effects and
network load. Paths may also change, but the impact of path changes is limited
compared to the expected frequency of time synchronization. In wireless
environments, the dynamic nature of the medium results in missing time
synchronization packets and variable packet delays. Such non-deterministic
performance in packet deliveries gives rise to higher PDVs compared to wired
networks. Even in the case of heterogeneous networks, wireless networks
significantly contribute to PDVs. All protocols using two-way delay
measurements, such as NTP and PTP, assume that the round-trip has a
symmetric delay through the network. On direct links, the assumption might be
correct. However, on longer paths with no in-path synchronization support (e.g.,
without delay-compensation), the PDV can be considerable.

Packet Delay Variation in End-devices

In practical implementations, considerable PDV may be introduced in the
software protocol stack if timestamping Operating System (OS) calls are
performed at the application layer. To overcome PDV in the stack and effects of
congested channels, it is preferable to perform timestamping at the lower MAC
layer or even at the hardware layer, as done in many PTP implementations [22].
Fig. 2.4 shows options where time stamps can be extracted in the protocol
stack [23].

Besides, the clock oscillator used in devices is a significant source of errors
in clock synchronization. Ticks of oscillator generate the clock, but the
frequency of oscillation can change due to temperature, ageing, and power
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fluctuations [24]. Quartz-based, Micro-Electro-Mechanical-Systems (MEMS)
based oscillators such as relaxation oscillators, basic crystal oscillators (XOs)
are widely used in embedded devices. The studies have revealed the sensitivity
of quartz to environmental factors such as temperature and pressure. To deal
with temperature issues, CMOS oscillators [25], temperature-compensated
crystal oscillators (TCXO) [26], and oven-controlled crystal
oscillators (OCXO) [27] have been introduced to improve the stability of
clocks; however, their cost and size could be higher. Thus, the stable crystal
oscillator can provide better clock synchronization performance [28].

2.2.3 Network-based Timing Protocols

The protocols considered in this chapter only employ the two-way delay
measurement approach.

NTP

This protocol which works on the client-server principle, was first defined
in 1985 (RFC985) as the first version of NTP. Currently, fourth version of
NTP (RFC5905) [9] is widely deployed in Internet-connected clocks. The
specification includes both (i) the protocol, i.e., the exchange of timestamps
(using UDP packets to server port 123) and (ii) the clock filter algorithm inside
a clock peer. The filter algorithm processes the latest eight delay/offset samples
to determine the best-offset estimate, e.g., eliminating delay spikes, and uses
this to discipline the system clock via a Phase-Locked-Loop (PLL). Each NTP
client can be configured to use several independent reference time servers. Each
reference time server is queried (polled) periodically in certain intervals, and the
time servers are then classified as time servers that agree about the same time.
This allows a group of good time servers to overvote a smaller group of bad time
servers [29]. Typical NTP implementations use software-layer timestamping.
Using NTP on LANs, accuracies of hundreds of milliseconds (ms) are achieved,
while on WANs, accuracies of tens or hundreds of ms are realistic [30].
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SNTP

From a perspective of functionality, SNTP is a subset of NTP [RFC5905] [9]
and mainly intended for applications at the extremities of a synchronization
subnet. SNTP can be used when the ultimate performance of the full NTP
implementation is not needed. It uses the same protocol but does not implement
the complex mitigation processing of NTP. In SNTP, the delay measurements
are only used to correct a time offset but not a frequency offset. M. Ussolii et
al. [31] reports SNTP accuracy measurements in simple networks consisting of
2 to 10 Ethernet switches to be in the range of tens of milliseconds.

PTP (IEEE 1588)

The IEEE 1588 based synchronization standard, i.e., PTP, uses a master–slave
protocol that can be applied over LANs supporting multicast transmissions. By
leveraging hardware time stamping and PTP-aware network devices, it achieves
high accuracy synchronization. The first version of PTP was introduced in
2002 [32] for high precision applications. The specifications were revised as the
second version (1588-2008) in 2008 [8] and the third version (1588-2019) in
2019 [33]. This protocol is based on the same two-way delay measurement as
NTP and SNTP, but the design targets Ethernet LANs, which are more stable
than the Internet. To estimate and mitigate operating system latency, a master
clock periodically sends a Sync message based on its local clock to a slave clock
in the network. The master marks the exact time the Sync message is sent, and a
Follow_Up message with the exact time information is immediately sent to the
slave clock. The slave clock is then able to identify the amount of latency in the
operating system and adjust its clock accordingly [30]. Transparent PTP-aware
switches have hardware support to update timestamps on the fly. Accuracies of
10 to 100 nanoseconds are achievable with hardware timestamping and special
PTP-enabled switches [30].

After IEEE 1588 was published, many application-specific profiles and
extensions of IEEE 1588 such as IEEE C37.238 (for electrical power
systems) [34], and IEEE 802.1AS (for audio-video bridging) [35] were
standardized.
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IEEE 802.1AS

IEEE 802.1AS-2011 [35] is the 802.1 Audio/Video Bridging (AVB) standard
that specifies the distribution of precise timing and synchronization in an AVB
network. AVB networks carry time-sensitive, high-quality audio/video traffic,
and IEEE 802.1AS provides synchronization for these networks and ensures that
the jitter, wander, and synchronization requirements for the time-sensitive traffic,
are met. IEEE 802.1AS only runs at layer 2 over networks that follow the IEEE
802 architecture. While PTP relies on Rapid Spanning Tree Protocol (RSTP),
IEEE 802.1AS uses the Best Master Clock Algorithm (BMCA) to create its own
spanning tree. The profile requires that all nodes of an 802.1AS network be
PTP-aware. This results in significant performance and scalability advantages,
but at the cost of not allowing non-PTP-aware devices [36].

Time-sensitive networking (TSN) is a set of extended standards for the IEEE
802.3 Ethernet that defines mechanisms for the time-sensitive transmission of
data over deterministic Ethernet networks with guaranteed latencies, reliability,
and fault tolerance [37]. One of the TSN standards, IEEE 802.1AS-2020 [38]
focuses on improving reliability and redundancy compared to earlier version
IEEE 802.1AS-2011. The new standard supports more than one time domain,
multiple active grandmasters, smooth transition from one grandmaster to another
upon a failure, and improved failure detection mechanisms.

2.2.4 Clock Synchronization in Today’s Industrial Networks

Typical automation system supports time synchronization of all nodes within
the system to provide a sequence-of-events (SOE) and timestamping of sensor
data. SOE ensures event execution in right order, whereas timestamping is
required for an accurate analysis of data from distantly located sensors. Typical
time accuracy and precision levels, necessary for automation functions, are in
the milliseconds’ order. Given the industrial automation setting, automation
systems can implement one or combination of synchronization protocols from
NTP, SNTP, windows time service or vendor-specific protocols such as CNCP,
MB 300 Clock Synch, and MMS Time service [39].

Time synchronization of all network nodes can be achieved in two ways
based on availability of an external time source such as GPS, or using an internal
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2.2 Clock Synhronization 27

Figure 2.5. Typical clock synchronization method in a process industry

time source.
1) External time source: if there is a need to compare timestamps of a

particular automation system with another external system, then the widely used
time synchronization method is to use SNTP server with GPS receiver, as shown
in Fig. 2.5. Domain Controllers used for central authorization of nodes also
synchronize directly to the SNTP servers. All the nodes of a domain, including
clients, are synchronized to the domain controller. TCP/IP forwarding is enabled
in the connectivity servers for distributing the time from domain controllers to
all the nodes. The field devices can receive time from connectivity servers and
synchronize themselves using the SNTP protocol.

2) Internal time source: if it is not vital to synchronize the system’s clocks
with system clocks of the external world, there is no need for an external time
source. One of the control network controllers acts as a time source, and
the rest of the system is synchronized with this source. The other controllers
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synchronize with the master controller. The time is distributed upwards in the
system from the control network to the client/server network for better time
accuracy. Connectivity servers and domain controllers fetch time from the
controller time source.

2.2.5 Future Industrial Evolution and Clock Synchronization
Needs

To compete with and lead the ever-growing market, improving industrial plants’
efficiency and productivity is the biggest challenge for plant owners in the
coming future. Industrial automation systems are under pressure created by
shortening of product life cycles and the demand for a shorter time to market.
To meet this challenge, the next generation of industrial automation systems
must be built with high flexibility and a possibility of fast reconfiguration [40].
The traditional paradigm of industrial automation is not satisfactorily suitable to
keep pace with the novel requirements of such evolving business scenarios.

A distributed and networked control architecture opens a way towards a
flexible, scalable, and reconfigurable production system. Once the world of
business data and the world of automation data are brought closer together, the
number of information segments and the number of isolated applications can be
greatly reduced. In addition to that, the combined data will be the basis for
entirely new insights. The concept of Cyber-Physical Systems (CPSs)
encapsulates all the peculiarities needed to address a novel distributed
automation [41]. The future industrial automation systems envision to use
Service-Oriented-Architectures (SOAs) to deal with flexibility and
reconfiguration issues. The paradigm shift in the architecture of future
industrial automation systems due to the market and business evolution opens
the door for the implementation of advanced and futuristic applications that are
difficult to realize with existing automation systems. For example, a system to
control a device on the factory floor from a remote location is not feasible with
current factory implementations, but could be realized in future automation
systems due to proposed service-oriented architectures.

Fig. 2.6 depicts the architecture of the existing communication hierarchy
shown in Fig. 2.6 (a) and envisioned Industrial CPS shown in Fig 2.6 (b), which
is compliant to the automation “pyramid” view, but complement it with flat
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Figure 2.6. Envisioned industrial network transformation

information-driven modern system and enhance its integrability via modern
software engineering practices [42]. The future communication architecture
would comprise of the following major components:
(1) Operational Technology (OT) Platform: the new hardware and software-
based platform would make use of open source and virtualization technologies.
The platform will be equipped with real-time capabilities.
(2) Service Bus: the real-time data services would be enabled by the service bus.
The bus facilitates a set of data services that will tie the system together.
(3) Distributed Control Node (DCN): this highly distributed edge module can
participate in a distributed control execution environment.

The new architecture will adopt a rigorous software design framework and
modern software engineering practices so that new applications, required by
modern, fast-paced industrial environments, can be rapidly realized.

The future clock synchronization requirements are driven by the future
applications and a type of synchronization that they require for efficient
operation. It is important to assess the capabilities of state-of-the-practice
solutions to meet these future clock synchronization requirements to identify if
there is a need of yet another clock synchronization protocol.
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Chapter 3

Thesis Contributions

In this chapter the thesis contributions are highlighted and discussed. This is
followed by an overview of all appended research papers that constitute the
second part of this thesis. For each paper, a summary, and a description of the
paper’s contribution is given.

3.1 Thesis Contributions

This thesis presents the following research contributions.

3.1.1 Formulation of the key clock synchronization related issues
in existing industrial network deployments (C1)

The first contribution is identification of clock synchronization issues in existing
industrial network deployments based on a literature review. The contribution is
covered in paper PA and serves as a groundwork for answering the first research
question.

To this day, there is a limited research effort in identification of challenges
related to clock synchronization in industrial networks as a whole. The previous
works investigated individual problems such as assessing the feasibility of using
wireless networks for synchronization, improving fault tolerance, and achieving
synchronization in heterogeneous networks separately. The holistic literature
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review approach of considering the entire ecosystem of automation systems in
a structured way revealed significant challenges in present industrial networks.
(i) Enabled by industry 4.0, factory automation is adopting IEEE 802.1 Time-
Sensitive Networking (TSN) for converged networks. While the TSN networks
operate at the synchronization accuracy of ns order, most of the legacy industrial
devices that are to be integrated into TSN operate at millisecond synchronization
accuracy levels. The integration is challenging without improving the accuracy
levels of industrial devices. (ii) Industrial controllers use a variety of clock
synchronization protocols where NTP, SNTP, and PTP are common. There
can be a situation such as in electric plant integrating process and power area,
where multiple synchronization protocols have to reside on the same network.
The challenge is whether so many protocols can co-exist on the same network
since they follow different procedures and engineering guidelines. (iii) Clock
synchronization-specific network traffic has always been considered negligible
in the whole scheme of network traffic; however, with the emergence of IIoT,
a significant number of devices is being added to the network. There is a
possibility that the periodic synchronization messages among network devices
can significantly affect the overall traffic. (iv) There are several synchronization
protocols and standards available in the industrial automation domain, and the
harmonization of synchronization standards across industrial automation systems
is a significant challenge. Besides, issues such as an increased security level and
improved redundancy are essential in industrial networks. The identified issues
need to be addressed in the immediate or short-term future.

3.1.2 Derivation of the future clock synchronization requirements
that enable the evolution of future industrial automation
systems (C2)

The second thesis contribution is about envisioning clock synchronization
requirements for future industrial networks. The contribution is covered in
paper PB . This contribution C2, together with C1 help answer the first research
question.

Industrial systems evolve from the rigid automation pyramid to a flexible
and reconfigurable architecture due to changing market scenarios. The
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industrial automation systems are transitioning to more flexible, reconfigurable,
and software-centric service architectures enabled by CPS and IIoT trends,
paving ways for advanced applications such as cloud robotics and drones for
manufacturing and smart grid monitoring. Adequate clock synchronization is
essential for the successful realization of such emerging applications. We
followed a methodical approach to identify eight clock synchronization
requirements by envisioning the future automaton architecture and enabling
future industrial networks. The envisioned future architecture makes it possible
to realize the advanced applications. Since the parent application drives the
clock synchronization requirements, the emerging applications were
investigated in detail to reveal their clock synchronization needs. The future
clock synchronization requirements comprise functional requirements that
cover absolute synchronization, relative synchronization, synchronization over
IP and wireless networks, and non-functional requirements that cover highly
secured, scalable, and well-monitored synchronization. The future clock
synchronization needs are essential to assess state-of-practice clock
synchronization, and they also act as a stepping stone for building the
architecture of future clock synchronization.

3.1.3 Derivation of key communication performance metrics from
industrial network traffic data affecting the performance of
clock synchronization (C3)

The third thesis contribution provides the key communication performance
metrics that affect the time synchronization services of industrial networks. The
contribution is covered in paper PC and provides answer to part of second and
third research question.

Network PDVs adversely impact the performance of clock synchronization
service. We carried out an offline analysis of real network data to derive the
profiling of communication parameters, packet delays, and jitters to predict the
clock synchronization accuracy in all operating conditions. The network data
for the analysis was gathered from an operational industrial site, namely, a
paper and pulp factory using a passive probe. The 16-hour long network data
capture resulting in a 60GB data set included hundreds of millions of packets.
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The captured network traffic data was mined to filter round trip delay/time
(RTD/RTT) specific packets related to the 3-way TCP handshake for a
connection. The RTT data across all communication network areas within the
factory was baselined using statistical methods. The mean RTT values are
found to be from 18.4µs to 86µs. The jitters in the form of standard deviation
are from 3.39µs to 9.72µs except for one of the control networks. The
minimum RTT value for all network areas is 1us, whereas the maximum RTT
values range from 0.248ms to 3.949ms.

The delay profiling across all network areas derived based on real factory
network data, was utilized to predict the accuracy of clock synchronization.
Besides, it was effectively used to provide guarantees on the performance of
new clock synchronization algorithms by comparing the test network conditions
with industrial networks and predicting the possible accuracy levels in industrial
networks.

3.1.4 A proposed approach for an industrial network data to assess
the performance of clock synchronization (C4)

The fourth thesis contribution is a novel packet delay and PDV-based offline
analysis approach to evaluate the performance of time-sensitive applications
and time synchronization services of industrial networks. The contribution is
covered in paper PC . This contribution C4, help answer the second and third
research question.

Industrial control systems have strict requirements for time-sensitive
applications and clock synchronization services. The performance of clock
synchronization applications strongly depends on the PDV introduced by
industrial networks and end devices. We devised an approach that analyses
packet delays (RTD) and jitters in the industrial communication network to
evaluate the application performance. To guarantee the acceptable performance
of time-sensitive applications, RTD values must be consistently lower than the
minimum update rate required for most critical control applications. The
acceptable time synchronization performance was determined based on filtered
PDV levels at end devices and the availability of faster packets for
synchronization during operations. We validated our approach through a case
study conducted in a process factory. The measured maximum average delay of
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0.0860ms and PDV of 0.1874ms are sufficient to support the lowest update rate
of 10ms, required for most critical control applications and to confirm stable
factory network performance. The sample minimum filter applied at end
devices consistently provides less than 150µs PDV for all network areas,
assuring accurate time synchronization service. This analysis approach was also
found beneficial for identifying the bottlenecks of network performance.

3.1.5 An approach to enhance the accuracy and precision of clock
synchronization using predictable network packet delay
strategies (C5)

The fifth thesis contribution is a novel clock synchronization method for field
IIoT devices in industrial networks. The contribution is covered in paper PD.
This contribution C5, together with C3 and C4 provides an answer to the third
research question.

Attaining adequate clock synchronization for resource-constrained field
devices is challenging since process industries typically use software-based
synchronization methods such as lightweight SNTP rather than computationally
heavy NTP-based clock synchronization. SNTP achieves accuracy and
precision in the order of few tens of milliseconds. However, SNTP cannot
maintain the same performance in all conditions. The time synchronization
performance degrades significantly with deterioration in network conditions.
Besides, typical cost-effective field IIoT devices are extremely low on resources
such as computing power and memory. Given these limitations, IIoT devices
often become sources of additional synchronization errors, e.g., under extreme
temperatures, oscillators introduce significant offset errors in the
synchronization process. The lower resource capabilities limit the deployment
of computationally extensive and hence accurate time synchronization
algorithms. CoSiNeT is a lightweight, scalable yet accurate, and precise clock
synchronization algorithm for IIoT end devices that was proposed to address
these challenges. The algorithm employs a delay prediction method to estimate
true offset from noisy outputs. It also offers a special spike removal
functionality to remove occasional surges in offset due to poor network
conditions. The proposed algorithm can maintain its performance even in poor
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network conditions. The results show that the CoSiNeT algorithm in our
evaluations performs better than SNTP and state-of-the-art method SPoT by
56% and 73% in a fair network environment and by 76% and 74% respectively
in poor network conditions.

A mapping of contributions to research questions is shown in Table 3.1.

Table 3.1. Mapping of contributions to research questions.

RQ1 RQ2 RQ3

C1 X
C2 X
C3 X X
C4 X X
C5 X

3.2 Overview of Papers

Below we list abstracts and brief descriptions of the contributions of the included
papers.

A mapping of research contributions to included papers is shown in
Table 3.2.

Table 3.2. Mapping of research contributions to included papers.

C1 C2 C3 C4 C5

PA X
PB X
PC X X
PD X
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3.2.1 Personal Contributions

I have been the main author and driver of the work for all included papers.
The co-authors have been involved in all works through brainstorming and
discussions. Furthermore, they have provided feedback on drafts of the papers.

3.2.2 Included Papers

Paper A: In Sync with Today’s Industrial System Clocks.

Abstract:
Synchronization is essential for accurate and consistent operation of automation
systems. Synchronized devices accurately time stamp the events and enable
timely communication of messages over a communication network. In absence
of a common time base, critical functions of automation systems cannot be
carried out in a safe fashion. Unsynchronized systems may lead to malfunctions
such as false alarms, wrong decisions and erroneous outcomes resulting into
serious showstoppers for plant operations.

Despite technical advances in synchronization, industrial automation
systems have been lagging compared to telecom and financial services in
utilization of latest synchronization technology. Thus, there is a need to
investigate the adoption of synchronization in industrial networks, its current
state and implementation problems. We carried out an extensive literature
search in a structured way to study the evolution of synchronization in
automation systems. We also investigated today’s industrial automation systems
and their network topologies to get insight into the synchronization techniques
and mechanisms currently being used. As a outcome of study, the paper
highlights the challenges related to synchronization in existing automation
networks that need to be addressed in the immediate and short-term future.

Paper Contributions:
1) It covers the evolution journey of synchronization in industrial automation
systems as mapped to evolution of industrial automation systems. Given that
industrial automation is a well known research area, the connection between
clock synchronization and industrial automation systems enables a better

3.2 Overview of Papers 37

3.2.1 Personal Contributions

I have been the main author and driver of the work for all included papers.
The co-authors have been involved in all works through brainstorming and
discussions. Furthermore, they have provided feedback on drafts of the papers.

3.2.2 Included Papers

Paper A: In Sync with Today’s Industrial System Clocks.

Abstract:
Synchronization is essential for accurate and consistent operation of automation
systems. Synchronized devices accurately time stamp the events and enable
timely communication of messages over a communication network. In absence
of a common time base, critical functions of automation systems cannot be
carried out in a safe fashion. Unsynchronized systems may lead to malfunctions
such as false alarms, wrong decisions and erroneous outcomes resulting into
serious showstoppers for plant operations.

Despite technical advances in synchronization, industrial automation
systems have been lagging compared to telecom and financial services in
utilization of latest synchronization technology. Thus, there is a need to
investigate the adoption of synchronization in industrial networks, its current
state and implementation problems. We carried out an extensive literature
search in a structured way to study the evolution of synchronization in
automation systems. We also investigated today’s industrial automation systems
and their network topologies to get insight into the synchronization techniques
and mechanisms currently being used. As a outcome of study, the paper
highlights the challenges related to synchronization in existing automation
networks that need to be addressed in the immediate and short-term future.

Paper Contributions:
1) It covers the evolution journey of synchronization in industrial automation
systems as mapped to evolution of industrial automation systems. Given that
industrial automation is a well known research area, the connection between
clock synchronization and industrial automation systems enables a better

53



38 Chapter 3. Thesis Contributions

understanding of the processes behind the evolution of the former, and points
out a way to predict its future directions.
2) It brings out key synchronization-related issues that stand out in existing
industrial network deployments. The identification of these practical issues is
important as they need to be addressed soon in order for industrial network
systems to work efficiently.

Status:
Published in the proceedings of the 12th International Conference on
COMmunication Systems & NETworkS (COMSNETS 2020).

Paper B: Clock Synchronization in Future Industrial Networks: Applications,
Challenges, and Directions.

Abstract:
Time synchronization is essential for the correct and consistent operation of
automation systems. An inaccurate analysis being a consequence of improper
synchronization, can affect automation functions, e.g., by producing false
commands and warnings. Industrial systems are evolving from the rigid
automation pyramid to a flexible and reconfigurable architecture due to market
evolution. The new trends in Cyber-Physical-Systems (CPS), Industry 4.0, and
Internet of Things (IoT) are enabling this evolution. Citing a need to understand
the future synchronization requirements, this paper envisions the architecture,
communication network, and applications of future automation systems. Built
on this vision, the paper derives the future needs of synchronization and
analyzes them with state-of-art synchronization means. Based on the analysis,
we envision the future of synchronization systems for automation systems.

Paper Contributions:
1) There is no comprehensive literature that looks into the synchronization
needs of future industrial automation systems. The available literature describes
individual synchronization challenges such as assessing the feasibility of using
wireless networks for synchronization [43], improving fault tolerance [44], and
achieving accurate synchronization in industrial networks [45]. In contrast, this
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paper brings out the future synchronization requirements in automation systems.
2) We compare the future synchronization requirements with specifications of
current synchronization techniques. This analysis is a basis to decide whether
the current synchronization means are sufficient for future industrial
applications.
3) The future synchronization for industrial automation systems can be
envisioned based on the future synchronization requirements and
state-of-the-art methods.

Status:
Published in the proceedings of the 112th AEIT International Annual Conference
(AEIT 2020).

Paper C: Delay and Jitter Analysis in Industrial Control Systems: A Paper
Mill Case Study.

Abstract:
Industrial control systems have strict requirements for time-sensitive Industrial
control systems have strict requirements for time-sensitive applications and
clock synchronization services. Performance of such applications is adversely
impacted by packet delays and jitters. The impact is especially critical in
process industries due to harsh environmental conditions. In this paper, we
analyze delays and jitters to assess the performance of time-sensitive
applications. To this end, we captured and analyzed round trip delay data
retrieved from a paper factory. Analysis shows that a sub-millisecond level
average delays and the jitters derived from the observed data are sufficient to
meet the minimum 10ms update frequency required for most critical control
applications. Moreover, the filtered delay variations at the end devices are less
than the recommended 150us, which guarantees an adequate time
synchronization accuracy in the factory network. Besides, this analysis can
provide significant insights into performance bottlenecks for factory
applications.

Paper Contributions:
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1) We propose a packet delay-based offline analysis approach for evaluation of
communication performance of time-sensitive applications in contrast to
bandwidth and throughput based traditional approaches. Bandwidth and
throughput being steady state measurements, fail to capture transient behaviour
of a communication network e.g. a short data bursts in a network that are
cleared by switching queues may not lead to bandwidth or throughput changes
but can result into delayed or missing packets and hence delay analysis can be
advantageous over traditional approaches. 2) The analysis can be used to
identify performance bottlenecks and as a consequence, if required, to redesign
the timing applications or upgrade network infrastructure. 3) The analysis uses
passive probing method to obtain packet delay measurements, thus avoiding the
active probing and its undesired effects resulting in erroneous measurements.

Status:
Published in the proceedings of the 17th IEEE International Conference on
Factory Communication Systems (WFCS’21)

Paper D: CoSiNeT: A Lightweight Clock Synchronization Algorithm for
Industrial IoT.

Abstract:
Recent advances in industrial internet of things (IIoT) and cyber-physical
systems drive Industry 4.0 and lead to advanced applications. The adequate
performance of time-critical automation applications depends on a clock
synchronization scheme used by control systems. Network packet delay
variations adversely impact the clock synchronization performance. The impact
is significant in industrial sites, where software and hardware resources heavily
contribute to delay variations, and where harsh environmental conditions
interfere with communication network dynamics. While existing time
synchronization methods for IIoT devices, e.g., Simple Network Time
Protocol (SNTP), provide adequate synchronization in good operating
conditions, their performance degrades significantly with deteriorating network
conditions. To overcome this issue, we propose a scalable, software-based,
lightweight clock synchronization method, called CoSiNeT, for IIoT devices
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that maintains precise synchronization performance in a wide range of
operating conditions. We have conducted measurements in local network
deployments such as home and a university campus in order to evaluate the
proposed algorithm performance. The results show that CoSiNeT matches well
with SNTP and state-of-the-art method in good network conditions in terms of
accuracy and precision; however, it outperforms them in degrading network
scenarios. In our measurements, in fair network conditions, CoSiNeT improves
synchronization performance by 56% and 73% compared to SNTP and
state-of-the-art method. In the case of poor network conditions, it improves
performance by 76% and 74%, respectively.

Paper Contributions:
1) We propose a lightweight, scalable and precise clock synchronization
algorithm for inexpensive, less resourceful IIoT devices that provides a precise
synchronization over a range of harsh environmental conditions in factory.
2) State-of-the-art methods typically use simulated network data or data from
controlled environments, e.g., laboratories. The proposed algorithm is evaluated
based on the data from real network data measurements. The evaluation has
been done in wired and wireless networks with different degrees of network
qualities - from good to poorly performing networks.
3) The algorithms’ performance was benchmarked against widely used
in-practice time synchronization protocol such as SNTP as well as
state-of-the-art method SPoT [46] available in literature. The superior
performance of the proposed algorithm with methods from practice and
literature strengthens the new algorithm’s positioning.

Status:
Published in the proceedings of the IEEE International Conference on Industrial
Cyber-Physical Systems (ICPS 2021).
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Chapter 4

Related Work

Most of the factories or plants employ heterogeneous local area networks for
their operation. Typical examples of local area networks are field device
networks, wireless sensor networks (WSNs). Clock synchronization methods
are implemented in the field end devices that are typically low on memory and
computation power. The existing contemporary solutions for time
synchronization, such as NTP, do not easily tailor to resource-constrained
devices. On the other hand, the available solutions for constrained systems such
as SNTP do not extend well to heterogeneous deployments. Hence, lightweight
software-based clock synchronization algorithms that can achieve an adequate
synchronization accuracy with a low footprint and processing are perfect
candidates for such devices. Typically the accuracy and precision performance
of software-based clock synchronization means is inferior to its hardware
counterparts. So far, many efforts have been undertaken, looking at improving
software-based synchronization schemes’ performance. Various methods
described in the literature for improving software-based clock synchronization
among IIoT end-devices in factory LANs have been listed below.

In simple software-based clock synchronization methods for LANs, the
raw clock offset measurements can be averaged or filtered by a low-pass filter.
Massimo Gallina et al. [47] used such an approach to synchronize devices over
a powerline communication network in a smart micro-grid control application.
Within these methods, the raw offset measurements are clipped to the empirical
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synchronization accuracy with a low footprint and processing are perfect
candidates for such devices. Typically the accuracy and precision performance
of software-based clock synchronization means is inferior to its hardware
counterparts. So far, many efforts have been undertaken, looking at improving
software-based synchronization schemes’ performance. Various methods
described in the literature for improving software-based clock synchronization
among IIoT end-devices in factory LANs have been listed below.

In simple software-based clock synchronization methods for LANs, the
raw clock offset measurements can be averaged or filtered by a low-pass filter.
Massimo Gallina et al. [47] used such an approach to synchronize devices over
a powerline communication network in a smart micro-grid control application.
Within these methods, the raw offset measurements are clipped to the empirical
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3σ level before passing through the filter to reduce the effect of delay outliers.
However, such simple approaches result in a lower synchronization precision
and do not guarantee the same performance in networks with different quality
of communication channels.

Clock synchronization is a crucial requirement in various applications of
Wireless Sensor Networks (WSNs), such as scheduling, monitoring, and tracking.
However, designing and implementing a time synchronization protocol in WSN
is very challenging due to insufficient hardware quality, a message delay jitter,
ambient environment, and a different network topology. WSN synchronization
methods can be classified in two categories centralized and distributed time
synchronization [48].

Centralized time synchronization methods mainly include Reference
Broadcast Synchronization (RBS) and Flooding Time Synchronization
Protocol (FTSP). RBS described by J. Elson et al. [49] and S. Ganeriwal et
al. [50] uses the receiver-to-receiver principle, where one reference sender
broadcasts packets and synchronizes a group of receivers with each other. The
protocol requires a broadcast channel for operation, and the nodes exchange
time synchronization messages in case of events, which can lead to high traffic
if the network has a large number of nodes. In FTSP, the reference time is
defined by the elected root node, and all other nodes in the network synchronize
their clocks to the reference node by receiving flooded messages from the
reference node. There are two approaches to flooding: slow flooding and rapid
flooding. FTSP is slow flooding-based because each node waits a
predetermined amount of time to propagate its time information. Several
studies [51, 52] have pointed out that slow flooding decreases the accuracy of
time synchronization protocols. In contrast, rapid flooding was employed in
PulseSync [53] to prevent the problem of slow flooding by propagating the
timing message from the reference node as fast as possible. However,
rapid-flooding protocols must deal with the problem of collisions in the wireless
network to achieve high performance.

In contrast to centralized approaches, distributed time synchronization
protocols rely on consensus algorithms to coordinate independent clocks in the
network. They do not require any reference node. Therefore, they are robust to
network topology changes and node failures. Gradient Time Synchronization
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Protocol (GTSP) and Average TimeSynch (ATS) are the main examples of such
protocols. GTSP [54] determines synchronized time by common agreement
between neighboring nodes. Each node periodically broadcasts its time and
clock rate independently. Upon receiving such information, a node periodically
averages overall received offsets between itself and its neighbors. This is used
to agree on a common value of the clock (reference time). ATS method [55]
also uses the same principle as GTSP but uses a cascade of two consensus
algorithms, whose main task is to average local information. However, one
drawback of these methods is their slow convergence speed [56].

Recently low power Bluetooth or Wi-Fi beacons [57] have been proposed
for synchronizing all the nodes of the network; however, the synchronization
error of these protocols is higher than that of state-of-the-art solutions in WSNs.

Several methods extensively use advanced signal processing techniques
to reduce variability and improve clock synchronization accuracy. A Kalman
filter based clock filter algorithm estimates the server clock state (phase and
frequency) from time offset measurements [58, 59, 60]. The Kalman filter is
optimum for random Gaussian errors in offset; however, it is sensitive towards
packet delay outliers and hence occasional large spikes in offset. There is,
however, a vast literature on adaptive and robust Kalman filters [61, 62] in which
if measurements are lost due to network failure, the recursive updating of the
state estimate is simply suppressed. While such algorithms can result in higher
synchronization accuracy, they are computationally extensive and hence may
not be suitable for field devices in IoT deployments.

More explicitly in the IoT domain, there are time synchronization methods
designed for constrained IoT devices. Sridhar et al. describe the CheepSync
time synchronization protocol [63] especially tailored for applications requiring
high time precision on resource-constrained Bluetooth Low Energy (BLE)
platforms. The CheepSync framework utilizes low-level timestamping and
comprehensive error compensation mechanisms for overcoming uncertainties in
message transmission, clock drift, and other system-specific constraints.
However, this protocol exploits the broadcast MAC layer characteristics to
avoid network inconsistencies and that results in time synchronization errors.
S. K. Mani et al. [46] developed a synchronization system, including a
lightweight client, a new packet exchange protocol called SPoT, and a scalable
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reference server. However, this method was not found efficient in dealing with
packet errors and spikes in offsets introduced during bad network conditions.

For a typical IIoT deployment, different size networks have different
solutions of time synchronization. For LANs, typically employed
software-based time synchronization methods are NTP, SNTP, and many
vendor-specific solutions. IIoT field devices may synchronize to the Internet
time, e.g., using NTP. However, these solutions’ computation and energy
consumption requirements cannot be fulfilled by end devices with constrained
computational and energy resources, and such devices call for computationally
lightweight methods. SNTP can be a fitting solution in this case, but its
performance is not suitable for heterogeneous industrial networks. The existing
time synchronization solutions for WSNs are designed for constrained devices,
but their performance is tailored for a specific application scenario. Advanced
signal processing based synchronization approaches are not suitable due to the
need for heavy computational resources. While there are methods proposed
especially for constrained IoT devices, their performance degrades in
challenging communication networks with wireless sub-networks. Thus, there
is a need to develop a better clock synchronization method that achieves
adequate clock synchronization accuracy for constrained IIoT field devices in
heterogeneous industrial networks with harsh environmental conditions.
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Chapter 5

Conclusion

This chapter presents main conclusions of the thesis and points direction for
future continuation of the research.

5.1 Summary

Industrial automation systems evolve from the existing rigid automation
pyramid to a flexible and reconfigurable architecture due to the market and
business evolution. The future architecture will support the implementation of
emerging applications. To understand the clock synchronization needs of future
industrial networks, the architecture of future industrial automation systems was
envisioned. We investigated the emerging industrial applications that can be
realized with flat and information-driven future industrial networks to derive the
future clock synchronization requirements. Owing to the highly
software-centric and service-based future architecture of automation systems,
the study suggested that a fully software-based clock synchronization system
with performance comparable with hardware-based synchronization systems
can be envisioned as a future clock synchronization solution for industrial
automation systems. Software-based synchronization such as NTP is a fitting
solution to many future synchronization requirements and fares equally well or
better than hardware-based methods such as PTP. However, it lacks the accuracy
and precision requirement, which can be improved using promising predictive
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software strategies. Hence, the research topic of improving the accuracy of
software-based clock synchronization methods using predictive delay-based
strategies is in focus for this thesis.

The accuracy of the clock synchronization service can be affected by PDV
introduced by end devices and networks. To understand the PDV levels in
network, a delay-based analysis was conducted on real industrial network data
obtained from a paper and pulp factory. The study provided the delay and PDV
profiles of all network areas within the factory network. Based on them, we
devised an approach to evaluate the accuracy of clock synchronization. Using
the approach we proved that the network conditions in the factory were sufficient
to provide an adequate clock synchronization accuracy.

Finally, a new, scalable, lightweight clock synchronization algorithm called
CoSiNeT was proposed as suitable for less resourceful and inexpensive IIoT
devices in industrial LANs. The IIoT devices with low-cost oscillators, low
computation, and memory resources often introduce additional synchronization
errors and lead to higher PDV. The algorithm performs better than widely
employed SNTP and state-of-the-art methods in degrading network conditions.
The algorithm can successfully deal with offset changes due to step changes
in delays and multiple consecutive or random errors in timing messages due to
network deterioration, leading to improved system reliability and safety. The
learnings from industrial site data in terms of delay and PDV profiles provide
enough confidence that the algorithm can offer the same or better performance
in actual factory networks.

The research questions are brought up again in the sections below to map
conclusions for them.

5.1.1 Answering Research Question 1

RQ1: What are the key clock synchronization requirements for industrial
networks enabling significant shift towards future industrial automation
systems?

Based on the study of applications that are most likely to be implemented in
future automation systems, we identified the future network architecture
required for these applications to be realized. Five functional and three
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5.1 Summary 49

non-functional synchronization requirements were derived for each of these
applications. Among functional requirements, relative and absolute clock
synchronization for plant devices, sub-systems, and systems is imperative.
Traditional industrial sites typically employ relative clock synchronization
wherein plant entities are synchronized to each other. The emergence of
advanced applications such as remote monitoring requires plant entities to be
synchronized with remote sites. Hence, having absolute synchronization to
common time sources such as GPS is paramount. The future factories would
employ heterogeneous communication networks comprising a specific
combination of wired, wireless, public, and private IP networks. Each of these
networks imposes varying network conditions for the clock synchronization
service. The use of collaborative cloud-based monitoring and control
applications such as cloud Robotics is expected to rise, thus, synchronizing
factory devices with distributed clouds physically located in different
geographies is one of the upcoming challenges. Among non-functional
requirements, security threats imposed by devices participating in
synchronization and communication networks such as public IP networks are
increasing every day. They warrant a highly secured clock synchronization
mechanism. The scalability of the clock synchronization mechanism needs to
be higher since many IIoT devices are being added to the network continuously
due to industry 4.0 initiatives. The mission-critical applications of industrial
networks require an efficiently monitored clock synchronization to predict
synchronization failures in advance. Thus, these key requirements must be met
for the success of advanced industrial applications.

5.1.2 Answering Research Question 2

RQ2: How to extract key communication performance metrics from industrial
network traffic data in order to provide guarantees on the performance of new
clock synchronization algorithms as a supporting evidence?

We proposed a packet delay-based offline analysis approach to evaluate
clock synchronization accuracy in a network in contrast to bandwidth and
throughput-based traditional methods. Bandwidth and throughput being steady-
state measurements, fail to capture transient behavior of a communication
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network, e.g., short data bursts in a network that are cleared by switching queues
may not lead to bandwidth or throughput changes but can result in delayed
or missing packets and hence the delay analysis can be advantageous over
traditional approaches. The network data for the analysis was gathered from
an operational industrial site, namely, a paper and pulp factory using a passive
probe for 16 hours. The generated data set of 60 GB included hundreds of
millions of data transaction packets. The captured network traffic data was
mined to filter round trip delay/time (RTD/RTT) specific packets related to the
3-way TCP handshake for a connection.

The analysis resulted in PDV distribution across all network areas within
the factory network. The jitters in the form of standard deviation were found to
be from 3.39µs to 9.72µs except for one of the control networks. The proposed
approach assessed time synchronization accuracy in a network based on PDV
profiles. Limiting PDV can optimize time synchronization performance by
achieving an adequate accuracy. In a typical clock synchronization process,
managing PDV and controlling them to acceptable levels is achieved by
implementing filtering mechanisms. The filtered PDV levels at end devices and
the availability of faster packets for synchronization during operations
determined the satisfactory time synchronization performance. The sample
minimum filter applied at end devices consistently provides less than 150µs
PDV for all network areas, assuring an accurate time synchronization service in
a factory network.

5.1.3 Answering Research Question 3

RQ3: How the clock synchronization errors in industrial networks can be
addressed by means of a new software-based algorithm that improves the
accuracy and precision of state-of-practice methods?

3.1: To what level the accuracy and precision of clock synchronization in
future industrial networks can be improved over the state of practice using
newly developed clock synchronization algorithm?

The accuracy of clock synchronization strongly depends on the PDV
introduced by end devices and industrial networks. The main contributors of
PDV encountered by timing signals are transmission delays associated with
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communication media, processing delays related to end devices and switches,
and queuing delays associated with network switches. In the case of
resource-constrained and low-cost field IIoT devices, an inexpensive clock
oscillator introduces significant synchronization errors in the presence of harsh
industrial environmental conditions. The constrained memory and processors of
devices make it challenging to achieve adequate clock synchronization accuracy
without employing computationally extensive algorithms. To overcome these
challenges, we proposed a lightweight, software-based clock synchronization
algorithm, CoSiNeT.

The algorithm is executed on the client device and includes periodical
exchanges of timing messages with the server device. Based on these messages,
an offset and a RTD between client and server devices are determined. Further,
the algorithm takes raw offset and RTD values as inputs. It predicts a new
offset based on the principle that the faster timing packets indicate the best
network conditions and subsequently correspond to true offset values. It further
uses a special spike detection and removal module that compares the difference
between estimated and raw offset values with a threshold to detect a spike in
raw offset values due to errors and replaces it with a previous valid offset. Thus,
the estimated time offset is free from most offset errors and is further used to
correct the client device’s clock to synchronize with the server device.

We conducted measurements in local network deployments such as home
and university campus to evaluate the proposed algorithm performance. The
results show that CoSiNeT matches well with SNTP and state-of-the-art method
in good network conditions in terms of accuracy and precision; however, it
outperforms them in degrading network scenarios. In our measurements, in fair
network conditions, CoSiNeT improves synchronization performance by 56%
and 73% compared to SNTP and state-of-the-art method. In poor network
conditions, it improves performance by 76% and 74%, respectively.

By proposing a software-based clock synchronization algorithm for industrial
LANs, a significant step towards developing a fully software-based clock
synchronization method suitable for all types of heterogeneous industrial
networks has been taken.
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5.2 Future Work

Having investigated clock synchronization challenges in factory LANs, we
would like to explore the clock synchronization challenges in WAN as a natural
progressive step. The future industrial networks pave ways for advanced
applications such as cloud robotics (controlling factory robots using clouds),
remote control (controlling factory operations remotely), remote maintenance
(repairing factory equipment remotely), mobility automation (automated guided
vehicles, e.g., drones used for transportation in ports and mines), and smart grid
control (wide-area monitoring and control of power equipment). These
applications require local factory and remote control sites to be connected over
WAN. Having a common notion of time at local and remote operations is
essential for the correct sequencing of events and decision-making based on
timely signals. Thus, adequate clock synchronization among various
sub-systems (both local and remote to factory) is paramount for the success of
next-generation industrial applications. WANs typically can include any
combination of wired, wireless, public, private IP networks. The interference
and noise levels over a communication network are significantly high. The
unreliable communication networks result in higher events of missing packets
and PDV compared to LANs. Thus, achieving adequate clock synchronization
over WAN using software-based approaches is extremely challenging. Parent
applications drive the clock synchronization needs, and the study indicates that
the advanced applications require a higher synchronization accuracy than
achieved by state-of-practice NTP. Thus, it is a significant research challenge to
investigate ways to improve the accuracy of software-based clock
synchronization in WAN.
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