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ABSTRACT 
 

Industry 4.0 and the development of novel digital technologies is forcing manufacturing companies to 

introduce drastic changes to their productions systems. These technologies provide unique opportunities 

for manufacturing companies to collect, process and store large data volumes, which can be used to 

facilitate the coordination of factory elements. Previous research indicate that decisions based on data can 

provide fact-based decisions which can contribute to an increased productivity. However, manufacturing 

companies are not fully exploiting data as support for decision-making, which is desirable for an increased 

competitiveness. Currently, much attention is pointed towards the technology instead of the humans 

responsible for interpreting data and making decisions. Adding to this, there is a lack of guidance on how 

manufacturing companies can go from current decision making practices (i.e., decisions based on gut 

feelings) to fact-based decisions driven by data. To address this gap, the purpose of this thesis is to propose 

a framework for achieving data-driven decision making in production development in the context of 

Industry 4.0. The purpose is accomplished by using a qualitative-based case study approach at a small 

and medium sized enterprise in the electronics industry. The results indicate that both challenges and 

enablers for achieving data-driven decision making in production development are related to perspectives 

and attitudes, processes for data quality, technology and processes for decision making. Four maturity 

levels of data-data driven decision making are also identified. The proposed framework can be used by 

manufacturing companies to help them plan and prepare for their own specific development path towards 

data-driven decision making. Contributing to current understanding, this thesis considers the human 

decision makers perspective to develop the ability to collect, process, analyze and use the data to support 

time efficient and high-quality decisions, an insight lacking in prior academic studies. Future research 

may include confirmation of the findings presented in this thesis with additional use cases and industry 

types. 
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SAMMANFATTNING 

 

Industri 4.0 och utvecklingen av nya digitala teknologier tvingar tillverkningsföretag att introducera 

drastiska förändringar i sina produktionssystem. Dessa teknologier skapar unika möjligheter för 

tillverkningsföretag att samla, processa och lagra stora datavolymer, vilka kan användas för att stödja 

koordineringen av fabrikselement. Tidigare forskning indikerar att beslut baserade på data kan innebära 

faktabaserade beslut vilket kan bidra till en ökad produktivitet. Tillverkningsföretag utnyttjar dock inte 

data som underlag för beslutsfattande, vilket är önskvärt för en ökad konkurrenskraft. I dagsläget är 

mycket uppmärksamhet riktat mot teknologier istället för de människor som är ansvariga för att tolka data 

och fatta beslut. Dessutom saknas ledning gällande hur tillverkningsföretag kan gå från nuvarande 

beslutsrutiner (exempelvis beslut baserade på magkänsla) till faktabaserade beslut på data. Syftet med 

detta examensarbete är därför att föreslå ett ramverk för att åstadkomma data-baserade beslut genom 

produktionsutveckling i ett Industri 4.0 kontext. Syftet har uppnått genom en kvalitativ fallstudie på litet 

och mellanstort företag i elektronikindustrin. Resultaten påvisar att både utmaningar och möjliggörare för 

att åstadkomma databaserade beslut i produktionsutveckling är relaterade till perspektiv och attityder, 

processer för datakvalitet, teknologi och processer för beslutsfattande. Fyra olika mognadsnivåer för data-

baserade beslut har också identifierats. Det föreslagna ramverket för databaserade beslut kan användas av 

tillverkningsföretag i syfte att hjälpa dem planera och förbereda sig för deras egna specifika utvecklings 

mot databaserat beslutsfattande. Genom att bidra till nuvarande kännedom avser detta examenarbete de 

mänskliga beslutsfattarnas perspektiv gällande utveckling at förmågan att samla, processa, analysera och 

använda datan för att stödja tidseffektiva och högkvalitativa beslut. Detta är en insikt som saknas i tidigare 

akademiska studier. Framtida studier kan inkludera verifiering av resultaten presenterade i detta 

examensarbete med fler tillämpningsområden och typer av industrier.   

 

Nyckelord: Beslutsfattande, Industri 4.0, Utmaningar, Möjliggörare, Mognadsbedömning 
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1 INTRODUCTION 

 

CHAPTER INTRODUCTION 

This thesis studies data-driven decision making in an Industry 4.0 context with focus on how 

manufacturing companies can achieve data-driven decision making in production development. This 

chapter describes the background, explains the studied problem area, defines the purpose and scope of 

the thesis, and outlines the content of this thesis report.

 

1.1 BACKGROUND 

Data-management practices can increase production performance and are considered to be even more 

important in decision making of future production systems (Miragliotta, et al., 2018). Currently, the 

manufacturing industry is in transition towards a new industrial revolution, meaning that manufacturing 

companies are facing bigger challenges than before. This revolution, commonly referred to as Industry 

4.0, is driven by the continuous increase in customer demand and is the result of the novel digital 

development (Miragliotta, et al., 2018; Sjödin, et al., 2018). Thus, Industry 4.0 is forcing manufacturing 

companies to develop and to introduce new drastic changes into their production systems in order to keep 

a competitive advantage (Sjödin, et al., 2018). 

  

Industry 4.0 aims to provide improved quality, flexibility and delivery capability, and also a reduction in 

production costs (Iansiti & Lakhani, 2014; Porter & Heppelmann, 2014). Manufacturing companies are 

expected to achieve these benefits by adopting faster and more efficient technologies resulting in 

integrated and flexible production systems with a continues data-flow through the entire value chain 

(Miragliotta, et al., 2018; Iansiti & Lakhani, 2014; Porter & Heppelmann, 2014). As such, Industry 4.0 

technologies will generate considerably larger data volumes (Miragliotta, et al., 2018; Müller, et al., 

2018), facilitating the interconnection and coordination of factory resources. This will provide smarter 

and more predictive production systems (Miragliotta, et al., 2018).  

 

These technologies also create new opportunities to collect, process and store data. As a result, many 

managers at manufacturing companies that have already adopted these technologies have changed the 

way they make decisions. Instead of only relying on intuition managers intend to rely more on data 

(Brynjolfsson & McElheran, 2016a). Data-driven decision making describes the practices of basing 

decisions on data and statistical analysis rather than purely on human judgement (Brynjolfsson, et al., 

2011). According to Provost & Fawcett (2013), data-driven decision making is the result of data science, 

which they define as following: “Data science involves principles, processes and techniques for 

understanding phenomena via the (automated) analysis of data” (p.53). Further, Provost & Fawcett (2013) 

state that data processing and data engineering are essential to support data science activities. Following 

Brynjolfsson (2011) and Provost & Fawcett (2013) interpretations, data-driven decision making in this 

thesis is defined as the practice of basing decisions on automatically analyzed data. 

 

Research indicates that data-driven decision making can provide fact-based decisions, which can result 

in increased productivity and a competitive advantage (Brynjolfsson, et al., 2011; Müller, et al., 2018; 

Brynjolfsson & McElheran, 2016b). Therefore, data-driven decision making is predicted to play a key-

role within decision making in future production systems. 

1.2 PROBLEM FORMULATION 

Even though research suggest many opportunities using data-driven decision making, several challenges 

still exists that manufacturing companies are not prepared for (Sharma, et al., 2014). Today, many 

companies are collecting large data volumes (Müller, et al., 2018), but only a small amount of the data 

collected is being used for decision making (Cai & Zhu, 2015; Dallemule & Davenport, 2017). 

Consequently, there is an inability to utilize and manage larger data volumes to enable better decisions 
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(Dallemule & Davenport, 2017). Instead, many decisions are commonly made based on the intuition of 

domain experts (Provost & Fawcett, 2013). This approach can be inefficient and/or biased because of the 

domain experts lacking a holistic perspective or pre-assumptions (Wong & Wang, 2003). In a Small 

Medium Enterprise1 (SME) it is not unusual that data collection is still performed manually using pen and 

paper, which can obstruct decision making in a timely manner and to document problems correctly when 

they arise (Park, 2015). 

 

In addition, manufacturing companies are lacking insight on how to go from current decision making 

practices to a successful data-driven decision making implementation (Sharma, et al., 2014). Much 

attention is focused on the adoption of new technologies and techniques to stay competitive in an Industry 

4.0 context (Khosla & Kaur, 2018; Sjödin, et al., 2018; Cai & Zhu, 2015). Unfortunately, less attention is 

focused on what data is actually needed by decision makers. Therefore, more attention should be given 

to what problems can be addressed by applying new technologies (Patel, et al., 2017). In order to 

transform data into organizational value, it is also vital to consider aspects related to decision making and 

human judgement (Kahneman, 2003).  

 

To summarize, research shows that data-driven decision making can generate increased business value. 

For this reason, manufacturing companies need to introduce changes to their production systems in order 

to facilitate the benefits of data-driven decision making (Bellgran & Säfsten, 2010). However, 

manufacturing companies are lacking guidance on how to go from current decision making practices to 

data-driven decision making in production development in order to arrive at better decisions. 

1.3 PURPOSE AND RESEARCH QUESTIONS 

Against the described background and problem formulation, the purpose of this thesis is to propose a 

framework for achieving data-driven decision making in production development in the context of 

Industry 4.0. To meet this purpose, the following research questions are to be answered: 

 

Research question 1: What are the challenges for achieving data-driven decision making in 

production development? 

 

Research question 2: What are the enablers for achieving data-driven decision making in 

production development? 

 

Research question 3: How can manufacturing companies assess the maturity of data-driven 

decision making in production development? 

1.4 SCOPE OF THE THESIS 

The main focus of this thesis is to investigate how manufacturing companies can go from current decision 

making practices to data-driven decision making in production development in an Industry 4.0 context. 

This thesis will consider the decision makers perspective on developing the ability to collect, process, 

analyze and use the data to aid time efficient and high-quality decisions. A literature review will provide 

a general understanding of the concepts of production development, data-driven decision making and 

Industry 4.0. Since Industry 4.0 is a very broad topic, this thesis is limited to introduce the following 

Industry 4.0 concepts: internet of things (IoT), smart factory, big data and cyber physical systems (CPS). 

The literature review will also define the concept of data-driven decision making, identify enablers and 

challenges for data-driven decision making in production development, and identify how the maturity of 

data-driven decision making in production development can be assessed.  

 

                                                      
1 To qualify as a Small Medium Enterprise (SME), three criteria must be fulfilled. First, a SME must be considered 

an enterprise meaning that a SME must be engaged in an economic activity regardless of its legal form. Second, a 

SME must employ less than 250 people. Third, a SME must have either an annual balance sheet total not exceeding 

EUR 43 million or an annual turnover not exceeding EUR 50 million (European Commission, 2015). 
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The thesis involves a single case study at a SME in the electronics industry. The case study will first 

analyze the current decision making practices related to a part of the production at the case company. This 

phase will identify challenges and enablers for current decision making practices. Different decision 

makers will be identified as well as their decision areas. Decisions that are critical to the case company, 

but currently difficult to make due to lacking data, will be further analyzed in the thesis. In order to 

improve these critical decision, challenges and enablers for a successful implementation of the best 

practice of data-driven decision making will be identified. 

1.5 OUTLINE OF THE THESIS 

Chapter 2 describes the research method used in this thesis. Chapter 3 presents the theoretical framework. 

Chapter 4 presents the empirical findings from the conducted case study. Chapter 5 analyzes the 

theoretical and empirical findings in regard to the defined research questions for this thesis. Chapter 6 

fulfills the purpose of this thesis by synthesizing the results presented in chapter 5. Finally, chapter 7 

concludes the outcome of this thesis and suggests directions for future research. 
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2 RESEARCH METHODOLOGY 

 

CHAPTER INTRODUCTION 

This chapter describes the methodology used for this thesis. The chapter includes a description of the 

research design, data collection and data analysis. Finally, the chapter ends with a discussion on the 

validity and reliability of the thesis.

 

2.1 RESEARCH PROCESS 

When conducting a research study, it is essential to follow a clear and structured research process (Yin, 

2018). The research process (see Figure 1) for this thesis started by selecting a research topic before an 

initial literature review on the chosen topic. According to Karlsson (2009), an initial literature search can 

provide an overlook of existing literature which is beneficial for defining the research objective. The 

initial literature search resulted in an overview of what is already known within the selected research area 

as well as research gaps. As a result, a problem definition for this thesis could be defined, enabling the 

formulation of the thesis purpose and three research questions. 

 

 
Figure 1: The research process for this thesis 
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2.1.1 CASE STUDY METHOD 

The purpose of this thesis is to propose a framework achieving for data-driven decision making in 

production development in the context of Industry 4.0. In order to fulfill the purpose of this thesis an 

appropriate research method is required. When selecting the research method, three conditions should be 

considered. The first condition relates to the formulation of the research questions (Yin, 2018). This thesis 

includes exploratory research questions, which according to Yin (2018) both can be answered by using a 

case study. The second condition is related to whether the research study focuses on contemporary events, 

which is the opposite of historical events (Yin, 2018). Since the purpose of this thesis is to propose a 

framework for achieving data-driven decision making in production development in the context of 

Industry 4.0, contemporary events are considered. According to Yin (2018), this type of events are 

suitable when conducting a case study. Thirdly, Yin (2018) suggests that a case study should be conducted 

when the researcher lack control over behavior events. This thesis aims to study events happening in a 

manufacturing company setting, and not in a controlled environment. Therefore, there is a lack of control 

over the studied subject. 

 

Yin (2018) describes that one potential benefit of applying the case study method is to gain a holistic 

perspective in a real-world scenario. As earlier mentioned, the purpose of thesis is to propose a framework 

for achieving data-driven decision making in production development in the context of Industry 4.0. 

Therefore, it was considered highly appropriate to develop this framework by analyzing the activities 

needed for a certain manufacturing company to go from current decision making practices to data-driven 

decision making. Taking these facts into consideration, a case study was a suitable research method for 

this thesis. 

  

In order to enable an in-depth study for this unit, within the timeframe given for this thesis, a single case 

study was selected. The case selection followed two criteria. First, the case should involve a SME in the 

manufacturing industry. Second, the case should focus on a limited part of the production where data was 

collected.  

 

The case study involved data collection at the selected case company over a time period of 20 weeks. 

During these weeks, I was at the case company 1-5 days per week, mostly for eight-hour days. This 

allowed for attending weekly meetings and participating in several daily informal meetings, which 

provided a deeper insight of the studied case. The data collection techniques and procedures used for the 

case study were interviews, observations, workshops and collecting documentations.  

2.2 DATA COLLECTION 

This thesis includes both theoretical and empirical data. This section describes how data have been 

collected and applied in this thesis. 

2.2.1 THEORETICAL DATA COLLECTION 

By conducting a literature review, theoretical data was provided to this thesis. A literature review is 

explained as locating and summarizing existing studies related to a topic (Creswell, 2014). In order to 

develop a good research design, Yin (2018) expresses the importance of first building a good theoretical 

understanding of the studied research area. Further, author suggest that a literature review should be used 

for generalizing the results from a case study. This thesis has applied the findings from the literature 

review for both mentioned purposes. Firstly, an initial literature review contributed to a deeper 

understanding of the studied research area, which was beneficial for designing the case study. Secondly, 

the findings from a more comprehensive literature review were used for generalizing the empirical 

findings in order to develop new scientific knowledge. 

 

Even though there is no single way to conduct a literature review, a systematical path is commonly used 

to collect, evaluate and summarize the literature (Creswell, 2014). The literature review in this thesis was 

based on the seven steps suggested by Creswell (2014), see Figure 2. The first step was to identify useful 

keywords in order to locate relevant literature, which was established by preliminary readings within the 
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research area. The following keywords were selected:  data management, information management, data 

analysis, internet of things, IoT, big data, industry 4.0, industri 4.0, data-driven, decision 

support, decision making, decision management, data analytics, production development, production 

system development, manufacturing, production, challenges, enabler*, maturity and readiness. The 

second step was to search for relevant literature by applying the selected keywords in a database. Search 

strings were created using the selected keywords and the operators “OR” and “AND”. Scopus was used 

as database for this thesis, since Scopus is the largest database for peer-reviewed literature. The search 

was limited to articles and conference papers in English published within the years 2009-2019. The third 

step was to initially identify studies that were related to the research topic. This was achieved by reading 

the title and abstract of all search hits. The fourth step was to determine if the identified studies (from step 

three) would make a useful contribution to the thesis. By reading abstract, introduction, headings and 

conclusion for each study (identified in step three), literature central to the thesis topic were identified. 

Criteria for further evaluation were based on the purpose and research questions for this thesis. Studies 

that satisfied these criteria were selected for further review.  

 

 
Figure 2: The steps in conducting a literature review according to Creswell (2014) 

The fifth step involved more thorough reading of the selected literature and the design of a literature map. 

The literature map provided an overview of the selected literature for this thesis. This was done using an 

Excel sheet by giving each study a unique number, descriptive theme and sub-theme, see the example in 

Table 1. This allowed the sorting of articles according to different themes and sub-themes. Additionally, 
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each electronic document was named by its unique number, author, publishing year and title. The 

electronic documents were stored in different folders named by its sub-theme which turn were stored in 

a folder named by its theme. This made it easy to keep track of the electronic documents.  

 

Table 1: An example of the literature map result 

Nr. Author (year) Title Theme Sub-theme 

1 Sharma, et al. 

(2014) 
Transforming decision-making 

processes: a research agenda for 

understanding the impact of business 

analytics on organisations 

 

Data-driven decision 

making 

Challenges and 

enablers 

2 Brynjolfsson, et 

al. (2011) 

Strength in Numbers: How Does 

Data-Driven Decision-making Affect 

Firm Performance? 

Data-driven decision 

making 

General 

 

Step six involved drafting summaries of relevant content identified in the literature. The precise references 

were at the same time included in the summaries. While reading the literature, additional sources of 

interest were found by tracing the references used in the read literature. When searching for these 

additional sources the following databases were used: Scopus, Google Scholar, Primo and Web of 

Science. Step seven was the last step of the literature review and involved assembling summaries and 

structuring the summaries thematically before finalizing the literature review. The result can be found in 

the chapter THEORETIC FRAMEWORKFramework.  

2.2.2 EMPIRICAL DATA COLLECTION 

Empirical data was collected at the case company by conducting interviews, participant observations and 

document collection. An overview of the empirical data collected can be found in Table 2.  

 

One of the most essential data collection techniques of the case study method is the interview (Yin, 2018), 

therefore several interviews have been conducted at the case company. According to Blomkvist & Hallin 

(2014) interviews provide the opportunity to, in a relatively simple way, gather information on how 

different individuals relate to different issues. The interviews conducted in this thesis were of a semi-

structured character, meaning that questions related to the topic to be discussed were prepared in 

advanced. Semi-structured interviews allow to ask follow-up questions which provides a flexibility in the 

interview and an enhanced understanding of the studied situation (Bryman, 2008). The first round of 

interviews was conducted in order to gain an overall understanding of what employees were working at 

the case company and their responsibilities. Therefore, the respondents were asked to explain their overall 

work assignments and decision areas. The respondents were also asked to explain how they made 

decisions and what data they considered to be missing for making these decisions. The interview guide 

used can be found in Appendix 1 – Interview Guide Round One. During these interviews, field notes were 

made using pen and paper. After each interview, the interview was transcribed in a word document. The 

outcome from the first round of interviews allowed identifying three decision levels and how different 

employees were related to the studied case. This was helpful for creating questions and selecting relevant 

respondent for the second round of interviews.   

 

The objective of the second round of interviews was to, in more detail, map the current practices of 

decision making and to identify the opportunities of data-driven decision making. These interviews were 

recorded and afterwards summarized in an Excel sheet. The interview guide used can be found in 

Appendix 2 – Interview Guide Round Two.  The respondents were first asked to tell about their background 

at the case company and their current responsibilities at the case company. Then, the respondents were 

asked to explain what type of decisions they were making in their daily work and how they were making 

these decisions. Challenges related to decision making were also covered. Questions related to data-driven  

decision making were also asked. These questions considered data missing for decision making and 

optimal practices of data-driven decision making. The potential opportunities of data-driven decision 
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making were also discussed. The data collected during the second round of interviews allowed the 

planning of Workshop One, which is described later in this section.  

 

Table 2: Overview of the data collected at the case company 

Technique 

 

No. Duration 

(minutes) 

Type of data collected 

Semi structured interviews:    

Interview round one 

 

8 10-45 General description of work tasks, current decision 

making practices, missing data, expectations of data-

driven decision making 

Respondents:  2 Operators, AOI Operator, 2 

Production engineers, Process inspector 

Production manager, CEO 

 

Interview round two 8 15-56 Description of participant background, work tasks, 

current decision making practices, challenges related 

to current decision making practices, missing data, 

expectations of data-driven decision making 

Respondents: 3 Operators, AOI Operator, 2 

Production engineers, Process inspector 

Production manager, CEO 

 

Interview round three 7 10-130 Challenges and enablers of data-driven decision 

making 

Respondents: 4 Operators, AOI Operator, 2 

Production engineers, Production manager 

Participant observations:    

Workshop one 1 105 Selection of production decisions for further studies 

Participants: Operator, AOI Operator, 2 Production 

engineers, Process inspector 

Production manager 

 

Workshop two 4 20-80 Feedback on preliminary findings 

Participants: 5 Operators, AOI Operator, 2 

Production engineers, Process inspector 

Production manager, CEO 

 

Shop floor observations Daily  Information related to production and routines 

 

Informal conversations Daily  Wide range, e.g. feedback, opinions  

 

Various meetings 38  Feedback on preliminary results and final results, 

potential improvements, information about software 

applications and databases, long-term objectives, 

information about the overall case company 

performance 

 

Documents 36  Information about the case company, data available, 

data, data sources available, software applications 

 

 

The third round of interviews were conducted after Workshop One. During the time of the third round of 

interviews, the respondents had been given 1,5-4 weeks since the second round of interviews. This 

allowed time for the respondents to reflect upon the implementation of data-driven decision making. 

Therefore, the third round of interviews involved questions related to future practices, data quality 

requirements and challenges of data-driven decision making. The interview guide used can be found in 

Appendix 3 – Interview Guide Round Three. 
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Observations are commonly used to provide additional information within the studied area and can for 

instance be used to complement data collected from interviews (Yin, 2018). This thesis involves passive 

and participant observations. Participant observations are when the observer participate in the fieldwork 

situation (Yin, 2018). Participant observations were conducted at the shop floor on daily bases in order to 

understand the production processes, terminology, practices and current production status. During these 

observations, questions were asked to the employees in order to ensure a correct understanding of the 

observed events. Informal conversations with the employees were seen as opportunities of participant 

observations since these conversations allowed for discussions, feedback and opinions related to the case 

study. Therefore, informal conversations were conducted on daily basis.  

 

During the case study, various meetings were held to discuss different aspects related to the case study. 

For instance, software applications, data quality problems, long-term objectives, data quality 

requirements, and steps for the case company to take after the thesis. Since these meeting allowed the 

collection of data as well as feedback on findings, these meeting were seen as participant observations. 

The participants during these meetings were either employees at the case company only or employees at 

the case company and competence from external parties, for instance one vendor and researchers.  

 

Participant observations were also conducted by two organized workshops. The activities performed 

during the two workshops can be found in Appendix 4 – Workshop One: Agenda and Appendix 4 – 

Workshop Two: Agenda. The first step of Workshop One was to identify important production decisions 

related to a limited area at the case company. This was accomplished by letting the participants write 

important production decisions related to the limited area on post-its. These post-its were afterwards 

placed on the wall based on themes. Each participant was asked to explain their own post-its. Then, the 

post-its were categorized by three decision levels. These decision levels were based on decision makers, 

time horizon and the impact of the decision. At this point, 1-2 decisions could be found at each decision 

level. Therefore, these decisions were selected for further studies in this thesis. During Workshop Two, 

preliminary findings from the case study were presented. This considered current decision practices and 

data-driven decision making for the three decision levels. During the presentation, participants were 

encouraged to discuss the findings presented which allow for feedback. 

 

Passive observations are when the observer does not participate in the fieldwork situation (Yin, 2018). 

This thesis involved passive observations during weekly meetings at the case company when the author 

did not actively participate. These meetings considered weekly updates related to the overall company 

performance, overall company information, ongoing projects, overall production performance and issues 

related to production. This gave an overall understanding of how the case company operates.   

 

Secondary data were collected at the case company in the form of documents. According to Yin (2018), 

the main objective of applying document collection in case study research is to verify and augment data 

from other sources. For instance, documents can help in confirming the right spellings and titles of names 

that have been mentioned during an interview. Documents can also provide details that are beneficial to 

confirm information collected from other sources (Yin, 2018). In this thesis documents were collected 

and studied in order to verify information gathered from interviews. Spellings related to for instance 

people names and terminology were also verified by documents. Documents were also used for 

complementing data collected during interviews by studying more specific and detailed data. To ensure 

a correct understanding of the documents collected, each document was first explained by a person 

familiar with the document. 

 

2.3 DATA ANALYSIS 

The data analysis applied in this thesis followed the five steps presented in Figure 3. The empirical data 

collected in this thesis involved transcripts of conducted interviews and field notes from observations, 

meetings, and workshops. Step 1 was to organize and prepare the empirical data for analysis. This 

involved summarizing interviews and typing field notes into Word documents. These data were printed 
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and organized according to data type and data source. Step 2 was to read through all empirical data to 

gain an overview of the data collected and to reflect upon its overall meaning. During this step, the 

research questions for this thesis was used as guiding criteria. While reading the empirical data, the 

following themes were identified: case description, current decision making and data-driven decision 

making.  

 

 
 

Figure 3: The data analysis process used in this thesis 

Step 3 involved a second reading of the empirical data. During this reading, the data were sorted according 

to the identified themes. Additionally, sub-themes were identified and documented by handwritten notes. 

The sub-themes identified were related to three decision levels: shop floor management, production 

management and executive management. Step 4 was to sort the empirical data according to the identified 

sub-themes. This was conducted by reading the empirical data by theme and organizing the data based on 

sub-theme. Step 5 was to summarize the empirical findings which resulted in the chapter EMPIRICAL 

FINDINGS. Step 6 was to interrelate the empirical findings and the theoretical findings with the research 
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questions for this thesis as guiding criteria. This was conducted by searching for similarities and 

differences between these data which was accomplished by handwritten notes while reading the data. 

After reading the data, these notes were typed into an Excel sheet. Step 7 was to summarize these results 

in text which can be found in the chapter ANALYSISnalysis which provided answers to the three research 

questions used for thesis. Since the purpose of this thesis was to propose a framework for achieving data-

driven decision making, the answers to the three research questions for this thesis were combined to fulfill 

this purpose. This was presented in the chapter PROPOSING A FRAMEWORK . 

2.4 VALIDITY AND RELIABILITY 

When conducting a research study, it is important to consider both validity and reliability (Bryman, 2008). 

In qualitative research, validity refers to whether the findings correctly reflect the studied situation and 

that research findings are supported by evidence. During this thesis, the author was present at the case 

company 1-5 days per week which helped in generating a deeper understanding of the studied area. This 

involved participating in both formal and informal meetings. This provided an overall understanding of 

the organization which was helpful for this study. A method commonly used in qualitative research is 

triangulation, which is applied to verify and establish validity in a study by analyzing each research 

question from several perspectives (Guion, et al., 2002), using multiple data sources to build consistent 

justifications related to a certain topic (Creswell, 2014). To ensure validity in this study, triangulation was 

achieved in the empirical data collection by conducting interviews with different key stakeholders, 

performing observations and document collection. During these interviews, field notes were taken or 

recordings were made to document the data. Additionally, theoretical data was collected by a literature 

review. Empirical and theoretical findings were compared to identify areas of agreement and areas of 

divergence. Another tactic to establish validity is for a key informant to review a draft of the case study 

report (Yin, 2018; Creswell, 2014). In this thesis, workshops were held to verify the empirical findings to 

key informants. During these workshops, empirical findings were presented and discussed by all people 

present during the workshop. This allowed verifying that the collected data had been interpreted in a 

correct way. Additionally, this allowed for discussions regarding the empirical findings which allowed 

for different perspectives and many details. The supervisor at the case company also reviewed a draft of 

the empirical finding from the case study before finalizing the report. This was done to verify a correct 

reflection of the empirical findings in the report. 

 

Reliability refers to whether a conducted study can be repeated and obtain the same results. The key 

enabler for reliability is to document all activities and procedures in a study (Yin, 2018). To establish 

reliability in this thesis, a weekly diary has been written where activities and people involved were 

documented on a weekly basis. The diary also involved topics and areas that had been addressed. 

Additionally, interview guides and workshop guides were created and saved. These can be found in the 

section APPENDICESppendices. In order to enable repeating the literature review, the process was 

thoroughly documented, see the section Theoretical Data Collection. 
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3 THEORETIC FRAMEWORK 

 

CHAPTER INTRODUCTION 

This chapter presents the theoretical findings in this thesis. The concepts of production development, 

Industry 4.0 and data-driven decision making in production development are presented. The chapter also 

presents challenges, enablers and maturity levels of data-driven decision making. 

 

3.1 PRODUCTION DEVELOPMENT 

The increased range of products variant, shortened product lifecycles, new manufacturing technologies 

and processes have resulted in a high competitiveness between manufacturing companies (Hu, et al., 

2011). To meet these challenges, there is a need for manufacturing companies to constantly develop and 

introduce changes into their production systems to stay competitive (Bellgran & Säfsten, 2010; Holweg, 

2008). Production development considers the changes that aim to improve existing production systems 

or to create completely new ones in order to facilitate new products and processes. The objective of 

production development is for manufacturing companies to accomplish effective production processes 

and to develop its production ability (Bellgran & Säfsten, 2010). 

 

In production development, Bellgran & Säfsten (2010) defines two degrees of change: minor and major. 

A minor change involves modifications to an existing production system. This type of change is typically 

executed as part of the daily work tasks. A major change involves creating an entirely new production 

system and is commonly executed in project form (Bellgran & Säfsten, 2010). Porras & Robertsson 

(1992) distinguish between degrees of change by the concepts of first degree and second degree changes. 

In a first degree of change, the fundamental principles of the system enabling a desired performance are 

intact post-change. A first degree of change could involve developing an assembly system similar to a 

previous system (Bellgran & Säfsten, 2010).  A second degree of change, is a change resulting in a 

paradigm shift due to radical adjustments of the production system, which includes the involvement of 

several organizational levels. For instance, the transition from manual production to automated production 

would be considered a second degree change (Porras & Robertsson, 1992). 

 

The production development process involves integrating people, machines, tools, materials and 

information into a system that creates value to the customer (Bellgran & Säfsten, 2010). Therefore, 

production development also requires developing organizational capabilities and a holistic view of 

subsystems as well as their elements and interrelations (Bruch and Bellgran 2014). When developing a 

production system, it is therefore important for all elements throughout the value chain to work towards 

a common goal to achieve a system level optimization (Aslam, et al., 2018). Thus, objectives and goals 

of an organization must be aligned and combined through different organizational levels. Misalignment 

of organizational goals and objectives may instead result in consequences such as increased costs, 

decreased utilization of resources, increased cycle times, loss of competitiveness and agility (Yan, et al., 

2016).  

 

Since production development is a complex task, there is a need for a structured development process. 

One way to structure a production development process is to first define a number of fundamental phases. 

A second step is to define detailed activities that should be included in these phases (Bellgran & Säfsten, 

2010). Bellgran & Säfsten (2010) presented a structured process for developing a production system, 

which is presented in Figure 4. The first phase, management and control, involves the preparation of an 

investment request and the development planning. This phase should also involve the planning for 

establishment of acceptance among the stakeholders, evaluation, information management and learning 

during the development project. Additionally, questions related to available resources in terms of 

financing, personnel, and time should be discussed. This is important since the relations between these 

variables have a significant impact on what priorities should be made. The outcome of this phase is a plan 

for the production development project. The seconds phase, preparatory design, involves a background 
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study and a pre-study. The background study aims to analyze existing production systems within the 

manufacturing company as well as benchmarking production systems at other manufacturing companies. 

Data related to products to be produced in the production system are also collected (Bellgran & Säfsten, 

2010). When analyzing the existing production system, the following areas should be considered: current 

technologies and systems and how they operate within the company (Schuh, et al., 2017). The pre-study 

is a forward looking analysis where the manufacturing company’s goals and strategies are considered 

(Bellgran & Säfsten, 2010; Schuh, et al., 2017). In this activity it is important to clarify what competitive 

advantages are desired. A roadmap could be used to support the planning of future developments as well 

as guiding the subsequent alignment of strategies and objectives (Kostoff & Schaller, 2001; Schuh, et al., 

2017). A roadmap is a tool which allows the definition of an organizations current state and objectives, 

and to discover suitable paths (Schuh, et al., 2011). The results from the background study and the pre-

study can be used to determine the capabilities the company needs to acquire in order to meet its strategic 

objectives (Schuh, et al., 2017). The outcome should be translated into a requirement specification for the 

development project. Consequently, the requirement specification should reflect the production strategy 

and include desired characteristics for the new production system. In the third phase, design specification, 

the production system is being designed. First, conceptual production systems are designed meaning that 

ideas are developed related to physical hardware, information systems, organization of work tasks and 

work environment. Second, alternative production systems are evaluated with consideration to the 

requirement specification and costs. Results from the evaluation should be summarized and 

communicated to stakeholders before a decision is made. The chosen production system is then 

communicated and acceptance among the stakeholders is established. Third, the chosen production 

system is designed in detail with consideration to the design of work space and work tasks. Different 

solutions are evaluated and selected solutions are established among the stakeholders. The outcome of 

this phase is a detailed description of how the new production should be designed. The fourth phase is 

realization and planning. In this phase technical equipment is procured and installed. The function of the 

technical system is also verified.  This phase also involves the planning of the start-up which includes 

preparation of the organization, selection of a start-up strategy, appointing responsibilities related to the 

start-up and planning for training of employees. The outcome is a physical production system in place. 

The fifth phase, start-up, involves executing the start-up plan developed in the previous phase. When the 

new production system is in operation, the results as well as the development process getting there should 

be evaluated.  
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Figure 4: The production development process according to Bellgran & Säfsten (2010) 

3.2 INDUSTRY 4.0 

With the development of Industry 4.0, manufacturing companies are facing a new era of intelligence, 

connection and digitalization (Miragliotta, et al., 2018). The goal is for companies to generate knowledge 

from data to support decision making in the entire organization (Schuh, et al., 2017), for example 

production development. This makes data management an essential element of Industry 4.0 (Miragliotta, 

et al., 2018). Industry 4.0 includes the concepts of horizontal and a vertical integration. The horizontal 

integration refers to a data flow throughout the entire value chain, while the vertical integration refers to 

the data exchange between organizational functions - from development to finished products (Hozdić, 
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2015). By adopting a combination of merging digital and physical technologies (Ustundag & Cevikcan, 

2018), factories of the future are predicted to have manufacturing solutions that can provide an extremely 

high flexibility and adaptation in regard to production processes. Industrial equipment will communicate 

with each other, humans, automated processes and functions that enable real-time interaction between the 

production floor and the market (Iansiti & Lakhani, 2014; Porter & Heppelmann, 2014). The outcome is 

a fully integrated system enabling fast problem solving at the production floor and for manufacturing 

companies to respond to rapid changes in customer demand (Hozdić, 2015). This type of factory is usually 

referred to as a Smart Factory (Sjödin, et al., 2018). To understand how a Smart Factory is built from a 

digital perspective, some key technologies and systems will be explained.  

 

Cyber Physical Systems (CPS) are systems that deal with the integration of physical elements and 

computational capabilities (Mohamed, 2018). Using sensors and actuators embedded in physical objects 

(McKinsey Digital, 2015), CPS can collect real-time data from different processes which are converted 

into digital signals. Further, CPS are able to share this data and access data that provides a connection to 

digital networks  (Mohamed, 2018) This forms an Internet of Things (IoT), which is the part of CPS that 

allows an internet-connection between physical objects, humans, systems and products (Mohamed, 2018). 

Consequently, this generation is about managing large volumes of data (Miragliotta, et al., 2018). The 

term Big Data can be defined as the set of unstructured, semi-structured, and structured data, collected 

from diverse sources (Rehman, et al., 2016). By collecting and analyzing big data from different sources, 

these large amounts of data can act as support for several decisions (Cai & Zhu, 2015). To uncover the 

valuable information that these large data volumes holds, substantial resources are required to process the 

data. Big Data Analytics can be applied to support a quick data-driven decision making process, by a 

rapid transformation of data into information (Rehman, et al., 2016). 

3.3 DATA-DRIVEN DECISION MAKING IN PRODUCTION DEVELOPMENT 

Data-driven decision making can be connected to technical disciplines, such as, business intelligence 

(Chen, et al., 2012), data mining and knowledge discovery (Fayyad, et al., 1996) and decision support 

systems (Arnott & Pervan, 2008). To transform data into organizational value, it is vital to also consider 

aspects related to decision making and human judgement (Kahneman, 2003). Consequently, there is a 

need for a system where both technology and humans are considered. In this thesis, this will be referred 

to as a system for data-driven decision making. 

3.3.1 CHALLENGES FOR DATA-DRIVEN DECISION MAKING 

Even though the overwhelming evidence highlights many opportunities of using knowledge generated 

from data to inform decision making, practice indicates that this knowledge does not always result in 

good decisions (Sharma, et al., 2014). This section presents challenges that can be linked to data-driven 

decision making in production development.  

PERSPECTIVE AND ATTITUDES 

The fundamental element in all organizations are the people (Jacobsen, 2012). Therefore, people have a 

huge impact on a development project. As stated by Bellgran & Säfsten (2010, p. 149): “How, what, and 

in what way people think affects of course the final result, and not least – the way to get there”. However, 

a development project can overlook the human aspects of change and instead focus on the technical 

aspects (Bellgran & Säfsten, 2010). Resistance towards change is a common phenomenon (Jacobsen, 

2012) that can hinder a successful implementation (Alves, et al., 2015). There could be different 

underlying reasons for resistance towards change, for instance fear of the unknown, disagreements, and 

extra workload as a result of the change (Jacobsen, 2012). 

 

Adding to this, much attention is focused on technologies that allow manufacturing companies to collect 

and store data (Patel, et al., 2017). But, as pointed out by Sharma et al. (2014): “despite the hopes of 

many, insights do not emerge automatically out of mechanically applying analytical tools to data. Rather, 

insights emerge out of an active process of engagement between analysts and business managers using 

the data and analytic tools to uncover new knowledge” (p. 435). A common mistake is to start with the 
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wrong problem formulation, or not having a clear problem formulation at all (Leek & Peng, 2015). This 

could be overcome by composing a multi-disciplinary project team that possess domain experts, statistical 

and computational skills (Sharma, et al., 2014). This team could be seen as the designers of a system for 

data-driven decision making. These designers are responsible for making essential decisions regarding 

what data should be selected and what conclusions should be drawn from the data (Lycett, 2013). Since 

these designers are human, it means that the designers are prone to human biases (Tversky & Kahneman, 

1974). This could have an impact on the insight generated from the data as well as the decisions made 

based on the data (Thiess & Müller, 2018). Consequently, human “sense-making” can have an impact on 

the process of transforming data to insights (Lycett, 2013). 

 

Sharma, et al. (2014) stated that the process of converting knowledge into a decision is influenced by both 

psychological and contextual factors. Some decision makers may select the course of action that will 

satisfy the lowest requirements necessary to achieve a specific goal, but these decisions are not necessarily 

the most optimal alternatives. This decision making approach is referred to as satisficing (Simon, 1956).  

 

Another factor that can hinder decisions based on data to generate a higher organizational value is that 

there is no guarantee that effective decisions will be successfully implemented. “Decision acceptance” 

refers to whether the stakeholders responsible of implementing the decision to commit to the decision 

(Sharma, et al., 2014). This could be caused by fear of misunderstanding the meaning of the data 

(Machado, et al., 2019). Decision acceptance can therefore be affected by the comprehensibility of a 

decision support system (Gregor & Benbasat, 1999; Kayande, et al., 2009). Too high complexity in 

decision support systems can obstruct the decision makers understanding and, therefore, also use the 

output of the system. This occurs when there is a large gap between the decision support system model 

and the individual decision maker’s mental model. As a result, the output provided by the system is likely 

to conflict with the decision maker’s own experience and intuition. In these situations, the risk-averse 

decision maker is likely to rely on his or her “gut feeling” instead of the results gained from the decision 

support system (Kayande, et al., 2009).  

PROCESSES FOR QUALITY DATA 

According to Schuh, et al. (2017), data should be collected, processed and stored in a way that supports 

decision making. The quality of the data plays a crucial role for how well the data supports decision 

making (Morbey, 2013). Data quality can be defined as: “… the degree of fulfilment of all those 

requirements defined for data, which is needed for a specific purpose” (Morbey, 2013, p. 4). Considering 

this, comprehensible statements regarding data quality can only established after appropriate requirements 

for the data have been defined. According Cai & Zhu (2015), data quality can be divided into five 

dimensions: availability, usability, reliability, relevance, and presentation quality, see Table 3  

. Considering these five dimensions, achieving quality data can be complex task. As the data volumes are 

tremendously large in big data, it is difficult to assess data quality and transform unstructured data into 

structured data within a reasonable timeframe. Another issue is related to the fast changes of data, which 

makes the “timelines” very short. If companies are not able to analyze the data within the required 

timespan, they risk obtain invalid and outdated data. Adding to this, unified and approved data quality 

standards have not yet been formed (Cai & Zhu, 2015). 
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Table 3: The data quality dimensions presented by Cai & Zhu, (2015) 

Dimension Elements 

Availability  
Accessibility 

Timeliness 

Usability Credibility 

Reliability 

Accuracy 

Consistency 

Integrity 

Completeness 

Relevance Fitness 

Presentation quality Readability 

 

TECHNOLOGY 

To enable quality data for decision making, certain technologies will be required for collecting, processing 

and storing data (Davenport & Harris, 2007). A company that does not possess the required technologies 

must instead have the financial resources for upgrading existing technology or the investment of new 

ones. Since these investments can be costly the implementation of new technologies to facilitate decision 

making highly relies on the availability of financial resources (Mittal, et al., 2018). Additionally, the 

complexity of Industry 4.0 technologies (Sjödin, et al., 2018) and lacking internal knowledge about new 

technologies (Machado, et al., 2019) makes it difficult to define potential benefits of new investments 

which creates an uncertain business case (Machado, et al., 2019; Sjödin, et al., 2018). It can also be 

difficult to define the adoptions needed to the current production system when implementing new 

technologies (Sjödin, et al., 2018). Therefore, a company must have the right resources in terms of people 

with the right skills. This involves people with knowledge to identify and integrate the required 

technologies and techniques. However, people with expertise in technologies such as big data analytics 

can be hard to find (Janssen, et al., 2017).  

 

Within an organization, separated data sources and systems are commonly used (Schuh, et al., 2017). The 

integration of data from multiple sources into a single system enables an easier access to data as well as 

an overview of the data (Ziegler & Dittrich, 2007). Since multiple sources of industrial data can involve 

differences in source type, format and dimension, the integration of data does not come without challenges 

(Corallo, et al., 2018; Morton, 2014; Yan, et al., 2017). To extract useful information from multisource 

data, the unstructured and semi-structured data must be transformed into structured data (Yan, et al., 

2017). 

PROCESSES FOR DECISION MAKING 

Other challenges for data-driven decision making relates to the selection of decision making procedures 

and authority to make decisions. If decentralized decisions are taken, the local decision-makers will be 

closer to the facts which could provide a better picture of the circumstances. Achieving the same quality 

in a centrally taken decision would be more expensive because of the cost of conveying the information 

to the central level. On the other hand, decentralized decisions also generate costs either because they are 

not properly coordinated with each other and therefore potentially fail to consider what is best for the 

company as a whole or because they require additional management input to align them with the 

company’s overall goals. Consequently, certain decisions must be taken centrally, for instance decisions 

concerning the company’s strategy, whereas other decisions can be made more cost-effectively if they 

are decentralized (Schuh, et al., 2017). 
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3.3.2 ENABLERS FOR DATA-DRIVEN DECISION MAKING 

PERSPECTIVES AND ATTITUDES 

Davenport & Harris (2007) explaines the importance of preparing the empleyees for a change towards a 

data-driven organization. This considered all levels within an organization. Davenport & Harris (2007) 

presented two alternative paths aiming to demostrate the value of data. The first path is to initiate a small 

pilot project that aims to show the value of data driven decision making. The objective of a pilot project 

is to create a success story that will inspire people within the company to work with data. Therefore, it is 

essentail to select a case that will guarantee succes and easily obtainable results. Consequenlty, the pilot 

project should involve a minimum input that will guarantee a high output. The second path involves a 

more straight forward approach. A company with a Chief Executive Officer (CEO) (or other top 

executive) that strongly advocates data-driven decisions could set a good example towards working with 

data. It is important for the CEO to inspire the entire company to make decisions based on data instead of 

intuition. Additionally, there is a need to express a clear need for change towards a data-driven 

organization (Davenport & Harris, 2007).  

 

Bellgran & Säfsten (2010) described the importance of establishing acceptance among the employees 

during the development project. Active participation by empleyees and good communication during the 

development project facilitates the establishment of acceptance among the employees. Clear 

communication with upper management is also important. These people are usually not familiar with 

terminology related to analytics and data issues. When facing business goals, it is important to clarify 

what is possible to accomplish in order for upper management not to mistrust or set overwhelming goals 

(Vodenčarević & Fett, 2015). 

 

To address challenges related to decision acceptance, key stakeholders could be involved in the decision 

making process. This may, on the other hand, slow down the decision making process, and therefore, the 

number of participants in the decision making process should be carefully considered (Vroom, 2003). 

Since high complexity in a decision support system can obstruct the decision makers in understanding the 

generated data, the comprehensibility of a decision support system should be prioritized (Gregor & 

Benbasat, 1999). 

PROCESSES FOR QUALITY DATA 

A fundamental requirement for generating value of data is to use the right data, meaning that data must 

be collected and processed to supports decision making (Schuh, et al., 2017). Therefore, it is important to 

thoroughly define what data is needed to make a decision (Bärring, et al., 2018). To understand what 

issues needs to be address in an organization, the domain experts are the people who can identify where 

the challenges and opportunities are (McAfee & Brynjolfsson, 2012). Saaty (1990) stresses the 

importance of first defining the problem underlying a certain decision and to clarify the purpose of the 

decision. The criteria and sub-criteria of the decision must be defined along with stakeholders affected by 

the decision. At this stage, the alternative actions to be taken should also be identified (Saaty, 1990). 

 

It is important to define what data quality is required for making a decision (Janssen, et al., 2017). Since 

data-driven decision making highly relies on the data being used for making a decision, it can quickly be 

noted that poor data quality will affect the quality of a decision (Divan, 2017; Janssen, et al., 2017; Schuh, 

et al., 2017). The quality of the data does not only depend on the data itself, but also on the process in 

which the data are being acquired and how data are processed (Janssen, et al., 2017).  

TECHNOLOGY  

Depending on what data is needed for decision making and what data is available within the company, it 

might be necessary to define a new system for data management that fulfills the decision maker’s data 

quality requirements (Power, 2008). Data management can be defined as the practice of managing digital 

data and resources, considering a wide range of activities, such as collection, storage and discovery (Li, 

et al., 2013). All stages of the data management life cycle involve both technical and management 

challenges that can have a huge impact on a company’s ability to make high quality decisions (Marchand, 
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et al., 2001). To address data management issues, companies must identify and implement the 

technologies and processes necessary to collect and process data that supports decision making. 

Additionally, factors related to data storage and data maintenance must be considered (Davenport & 

Harris, 2007). 

 

To develop a deeper understanding of what can be accomplished with the data, there is a need for people 

with different skills to collaborate (Janssen, et al., 2017; Vodenčarević & Fett, 2015). In manufacturing 

companies, domain experts are the group of people most susceptible to the fear the implementation of 

techniques such as data analytics (Vodenčarević & Fett, 2015). At the same time domain experts are the 

people within a manufacturing company with a deep knowledge within a specific area and are therefore 

commonly critical to advice for the right problems to tackle (McAfee & Brynjolfsson, 2012). Another 

crucial aspect is communication and knowledge exchange between these people which is necessary for 

understanding and processing of high quality data (Janssen, et al., 2017).  

 

In the case of lacking internal knowledge related to technologies, collaboration with universities and other 

research institutions could provide opportunities to shared knowledge (Mittal, et al., 2018). This is also 

emphasized by Havle & Üçler (2018) who state that collaboration phenomenon and should be focused.  

PROCESSES FOR DECISION MAKING 

To ensure that the data will be used for decision making, there is a need to define the processes and 

conditions during which the insights gathered from data will lead to high quality decisions (Sharma, et 

al., 2014). In turn, to generate value, it must be ensured that the decisions will be successfully 

implemented (SAS, 2008; Sharma, et al., 2014). Therefore, it is highly important for managers to pay 

attention to developing current decision making practices into decision making practices that will generate 

value using data (Sharma, et al., 2014).  

3.3.3 MATURITY OF DATA-DRIVEN DECISION MAKING 

Within industry, different types of maturity models have been adopted to assess the maturity level of 

development for different organizational capabilities. Maturity models can have different purposes since 

a model can be either descriptive or prescriptive. The descriptive maturity model is used for the 

assessment of the current maturity situation. A prescriptive maturity model is used for improving the 

current maturity situation, and thus, includes guidelines for this purpose (Maier, et al., 2012). For 

evaluating maturity aspects related to Industry 4.0, many assessment models exist (Brozzi, et al., 2018). 

The maturity of data-driven decision making in production development in the context of Industry 4.0 

can be linked to the Industrie 4.0 Maturity Index presented by Schuh, et al. (2017). The Industrie 4.0 

Maturity Index includes a six-stage development path to Industry 4.0 where each level must be attained 

before proceeding to a higher level (see Figure 5). Depending on a company’s maturity level, different 

levels of data-driven decisions can be made (Schuh, et al., 2017). Therefore, the maturity levels presented 

by Schuh, et al. (2017) can be used as foundation for the assessment of data-driven decision making in 

this thesis. Schuh, et al. (2017) considers digitalization as an enabler for Industry 4.0 implementation. 
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Figure 5: The Industrie 4.0 Maturity Index presented by Schuh, et al. (2017) 

LEVEL 1 – COMPUTERIZATION 

The first phase of digitalization is computerization which involves the adoption of computers and 

information systems to support employees in data processing tasks and to relieve employees from 

repetitive manual tasks. At this level, different information technology systems are used in separation 

from each other (Schuh, et al., 2017), which can make it difficult to correlate and analyze data from 

different sources (Weber, et al., 2017). In order to reach this basic level, data requirements must be defined 

in coordination with decision makers and key stakeholders. These requirements will define the needs to 

retrofit existing equipment with embedded hardware and sensors and the investments in new equipment 

(Weber, et al., 2017). Having an internal coverage of data would in this instance be crucial for 

transitioning towards higher levels of maturity (Sjödin, et al., 2018). Additionally, decision makers must 

possess level of skills necessary to manage the computerized systems (Sjödin, et al., 2018). 

LEVEL 2 – CONNECTIVITY 

The second level involves structuring and connecting the various computers and data processing systems 

to facilitate data management. Business applications are connected to each other and reflect a company’s 

main business processes. Parts of the operational technology systems provide connectivity and 

interoperability, but a complete integration of the information technology and operational technology 

layers has not been achieved yet (Schuh, et al., 2017). The connection of different data sources facilitates 

decision making since this enables correlation and analysis of data from different data sources (Weber, et 

al., 2017). For the short term, this integration can be carried out manually by using Excel. For the long 

term, systems with common standards should be implemented and integrated (McKinsey Digital, 2015). 

LEVEL 3 – VISIBILITY 

The visibility level will be achieved by the greater utilization of data supported by the right technology. 

Enterprise information systems will in conjunction with the systematic organizational model for data 

management act as a starting point towards the goal of greater visibility (Schuh, et al., 2017). Data from 

machines and sensors should be collected and stored on a continuous basis to make sure that the current 

state of production is always known and grounded on facts, i.e. being visible to the organization. This 

enables data-driven decisions regarding what has happened at different stages of production (Schuh, et 

al., 2017). Having gotten this far, the growing amount of production data that is being stored at this stage 

calls for organizations to create models for systematic data collection and distribution in order to further 

its data management practices and processes that allows for sufficient storage and utilization of these 

newly established flows of information (Sjödin, et al., 2018). Subsequently, it will be to educate people 

in data management to exploit the full potential of the connected data systems. For instance, as described 

by (Sjödin, et al., 2018), this could imply conducting training sessions on how to subtract data from 

different equipment or setting up standard practices within the digital interface. Moreover, it will also be 
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key to revise the different production staff’s roles to proactively manage digital insight and knowledge 

sharing as the organization becomes more mature (Sjödin, et al., 2018). The various sources of data, 

including those of the manufacturing infrastructure and systems as well as information systems will bring 

about radical changes by enabling the organization the make real-time decisions on current or even future 

manufacturing operations (Rüßmann, et al., 2015). Given this, the integration and automation of 

information flow will be crucial, both for internal and external assessments of the enterprise (Gökalp, et 

al., 2017). 

LEVEL 4 – TRANSPARENCY 

Transparency will allow for greater understanding of events and the root cause of their occurrences. The 

corresponding contextualization of data would provide the knowledge of processes required to support 

decision-making in a complex and rapid environment. Thus, the transparency level allows data-driven 

decision making regarding why something has happened (Schuh, et al., 2017). This would however entail 

a greater emphasis of new technology that supports the analysis of the large amount of data required to 

perform these tasks (Schuh, et al., 2017; McAfee & Brynjolfsson, 2012; Janssen, et al., 2017). Big data 

analytics could be necessary to manage these large and fast changing data volumes (Schuh, et al., 2017). 

This stage of maturity will be achieved when insights are shared simultaneously amongst parties in the 

right context and level of abstraction, generating transparency of data. Required of this will be the need 

of cross-functional digitalization networks aimed at supporting rapid knowledge sharing inside the 

organization and creating processes for evaluating optimization opportunities. This data management will 

also call for a greater dependability of the people within the organization to have analytics expertise to 

optimize production (Sjödin, et al., 2018). This is also in the studies by Janssen, et al. (2017) and Gamage 

(2016), which identified the importance of harnessing such expertise, which may be difficult to find. Thus, 

this level will require involving people with special expertise, either from internal or external pools.  

LEVEL 5 – PREDICTABILITY 

Moving further, this level builds on the understanding of transparency and enables the organization to 

base decision on future scenarios (e.g. forecasting). That is, predictability in manufacturing will make it 

possible to make data-driven decisions related to what is going to happen (Schuh, et al., 2017). This will 

in turn make the production more reliable and provide greater net profits (Sjödin, et al., 2018; Schuh, et 

al., 2017). This is achieved using real-time data and analyzed data which can be linked, aggregated or 

simulated into data that is used to support decision making (Lee, et al., 2015; Schuh, et al., 2017). 

Analytics like these will provide machines with a degree of self-comparability. Performance of an 

individual machine would be compared and rated among its peers. However, this would not neglect the 

ability to identify key similarities between machine performances and historical data, allowing for 

patterns to emerge that would be used to predict future behaviors of the machine fleet (Lee, et al., 2015). 

Yet, there will still be a need for specialized roles and responsibilities aimed at furthering the predictability 

of production to formalize and prioritize key activities geared towards the tasks (Sjödin, et al., 2018). 

LEVEL 6 – ADAPTABILITY 

Level 6 moves to the final level of complexity. This stage is defined as being fully adaptable towards 

change, including, but not limited to the autonomous response from equipment and other systems given 

their predictive capacity. Consequently, data-driven decisions are made automatically by machines and 

systems to facilitate the fast adoption to a changing environment (Schuh, et al., 2017). This is commonly 

seen as the end goal of Industry 4.0 and can be referred to as smart manufacturing (Thoben, et al., 2017). 

The adaptation will come of the feedback form the cyber space to the physical space, i.e. make machines 

self-configure and self-adaptive based on a given input provided by the system (Lee, et al., 2015). Given 

the technical complexity of this, there needs to be functions in place at different time scales that are 

dependent on what part of the system that needs to adapt, requiring a deep programming and modeling 

language that supports such tasks (Monostori, et al., 2016). 

APPLICATION OF THE INDUSTRIE 4.0 MATURITY INDEX 

The application of the Industrie 4.0 Maturity Index involves three successive phases (see Figure 6). The 

first phase is the identification of current maturity level based on four capabilities: resources, information 
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systems, organizational structure and culture. Manufacturing companies make the assessment using a 

questionnaire. A manufacturing company can have fragments of different maturity levels for the different 

capabilities. The second phase is to identify the capabilities that requires development. This involves the 

determination of a future state that the manufacturing company wishes to attain after the production 

development process. A gap analysis is conducted to determine what capabilities are missing to reach the 

desired future state. The third phase is to identify what actions to take and to incorporate the actions into 

a roadmap (Schuh, et al., 2017).  

 

 

 
Figure 6: The application of the Industrie 4.0 Maturity Index 
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4 EMPIRICAL FINDINGS 

 

CHAPTER INTRODUCTION 

The empirical findings from the case study is presented in this chapter. First, the studied case is introduced 

followed by a presentation of the current decision making practices at the case company. Then, the 

expectations of data-driven decision making are presented.

 

4.1 INTRODUCTION TO THE STUDIED CASE 

The selected case company was a SME in the electronics industry which was specialized in both design 

and production of circuit boards. Production involved both surface mount and through-hole mount. This 

case study focused on decision making related to product quality in the assembly process visualized in 

Figure 7, which was the assembly process for surface mounted products. More specifically, decisions 

related to product errors were studied. Product errors considered components that had not been assembled 

correctly. These decisions were critical for the case company since they had an impact on their 

competitiveness. As expressed by the case company’s CEO: 

 

“All mistakes cost money and reduce our competitiveness. That is why product errors are an important 

part. During ongoing production, it costs as much to assemble a new component as if the component 

was assembled correctly from the beginning. It costs significantly more to afterwards assemble a 

component that has been missed. And it costs even more to adjust a component that has not been 

assembled correctly from the start. The key is to do everything right from the start because that is when 

we can achieve a good efficiency in our process. In the end, this will generate a good and profitable 

production. “ 

 

As can be seen in Figure 7, the assembly process involved six steps, where step 1-5 were in-line and step 

6 was off-line. The assembly process involved an Automated Optical Inspection (AOI) which was a 

machine with a camera that automatically scanned the device under test for errors (e.g. inaccurate position, 

missing components or missing leads). Thus, the AOI machine generated data related to product quality 

in terms of discovered errors, where the errors identified could be traced back to any of the three process 

steps: application of sold paste, surface mount or soldering. Errors could also be traced back to the 

suppliers of the components.  

 

 
Figure 7: The studied assembly process 

The findings from the case study showed that the studied decisions were related to three different decision 

levels: shop floor management, production management and executive management. The following 

chapters summarizes the current decision practices and the opportunities of using data for decision making 

at the three different decision levels. 
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4.2 CURRENT DECISION MAKING PRACTICES 

4.2.1 SHOP FLOOR MANAGEMENT 

The decision makers at the shop floor management level were the operators, AOI operator and process 

inspectors. The operators were the ones responsible for running the machines in step 1,2 and 4, and for 

conducting the visual inspection in step 3 (see Figure 7). The AOI operator was responsible for running 

the AOI machine in step 5 and for conducting the data analysis in step 6 (see Figure 7). The process 

inspectors conducted visual inspections in a separate department. The decisions made at this decision 

level were related to ongoing production and aimed to determine if a certain product had been processed 

correctly or if actions were needed. This was accomplished based on human judgement. These action 

could invovle rework of processed products, changes in process settings or maintenace of production 

equipment. If rework of a processed products was needed, decisions were made regarding what actions 

to take for ensuring the right product quality for the customer. 

 

Before a new work order was produced, the accuracy of the process settings for a specific work order was 

verified. Usually, two or more products (circuit boards) were attached to each other during production. 

One set of attached products will be referred to as a panel. To verify the accuracy of the process settings, 

the two first panels of a workorder, in this thesis referred to as test pieces, were produced. The first test 

piece was processed in step 1 and step 2 (see Figure 7) and afterwards transferred to a different department 

– the manual assembly department. At the manual assembly department, two operators visually inspected 

the first test piece. A paper document with product specifications was used as reference to control the 

asseblied components. Depending on the number of component, these inspections could take up to two 

hours. If the first test piece was considered okay, the second test piece was processed in step 1, step 2 and 

step 4 (see Figure 7). Afterwards, the seconds test piece was tranferred to the manual assembly 

department, where the second test piece was visually inspected by a process inspector. The process 

inspector used a paper document with product specifications as a reference while analyzing the second 

test piece. Based on human judgement the process inspector decided if the second test piece had been 

assembled correctly. If the second test piece had not been assembled correctly, the process inspector 

decided on what actions to take before starting the new work order.  

 

The assembly process involved a visual inspection (see step 3 in Figure 7) where an operator inspected 

the product and compared the product to a paper document containing product specifications. Based on 

human judgement the operator made a decision. If the operator concluded that adjustments to the 

production process were necessary, the production process was manually stoped. Considering the type of 

error discovered at the product, the operators used their intuition and the “trial and error” approach when 

trying to identify the cause of a certain error. This involved testing different solutions untill the problem 

was solved. The operators followed a mental checklist based on their individual experience. One operator 

described a typical situation when the operator analyzed a process related problem: 

 

“For all components we use a special tape that is folded in a special way so that the components can be 

picked up by the machine. But if this tape gets folded incorrectly during the machine run, the machine 

will not be able to pick up the components. If this would happen we are using the wrong feeder for that 

particular component. But this is very difficult to discover with your own eyes. Therefore, you can try to 

use the machine camera to see if the tape is folded correctly. However, it might look good in the 

machine camera but the problem still exists. Then, you can use a flashlight and a magnifying glass to 

check tools, capsule type and so on. Eventually, you come to the conclusion that it is the wrong feeder. 

You have to follow a checklist that you have inside your own head until the problem is solved. You start 

by checking the root cause that is most common.” 

 

If needed, the operators discussed the problems with each other in order to identify different soultions to 

try. The process controller, production engineers and production manager could also be involved in these 

discussions to support the operators. 
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The AOI data was displayed in real-time at monitors in the production area and was automatically stored 

to a SQL-database. This data flow is being visualized in Figure 8. The AOI data displayd in real-time 

considered one product at a time. Therefore, the operators had to monitor and keep track of the AOI data 

at the same time as they performed other work tasks. However, the data from the AOI involved many so-

called false calls, meaning that the data provided from the AOI was not accurate. For this reason, the AOI 

data could not be used to support decision making during ongoing production. If the operator discovered 

re-occurring errors (i.e. similar errors at different products) the operator visually inspected the products 

and made a decision based on human judgement. 

 

Since the data from the AOI were not considered accurate, all products had to go through a station where 

the AOI data were analyzed (see step 6 in Figure 7). Most of the times, the AOI data was analyzed after 

a work order had been finished. Products were identified by scanning a QR-code attached to the products 

or panels, which allowed the right data from SQL-database to be displayed at a computer screen using a 

special software application. This data involved potential errors, numerical values and a visual picture of 

the product. Based on human judgement the AOI operator decided if the errors discovered by the AOI 

machine were real errors or false errors. These decisions were entered in the software application and data 

was automatically stored in the SQL-database. This data were also documented in a handwritten 

production report which was delivered by hand to the production manager who in turn delievered the 

production reports to the operators. Decisions made by the production manager will be explained in the 

section Production Management. 

 

Approximately one week after a work order had been finished, the production manager hand delievered 

the production report to the operators. When the operators had some extra time left, they analyzed the 

data in order to determine what had caused a certain product error and to take actions to avoid the same 

error to be repeated. Due to lack of data, this analysis usually did not lead the identification of a what had 

caused an error. As a consequence, the operators did not see the value of analysing the production reports. 

Data related to errors were also documented in a spreadsheet. Before a new work order was produced, the 

operators checked this spreadsheet to see if there had been historical problems with this work order. If 

there had been historical problems, extra time were spent on visually inspecting the first panels of the 

production order. However, the data provided by the production reports did not show if the same errors 

had occurred at several products or panels, which would indicate a systematical problem which would 

require changes to the assembly process. As an operator stated: 

 

"When we receive the production reports from the AOI, we get the number of errors on the whole work 

order. Something that I miss is data on how many errors there have been on each product. Let us say 

that we have processed 100 products and there have been 50 errors. That is pretty much, but I cannot 

tell if it is one product or panel that has gotten really bad… It is a bigger issue if the errors are 

distributed over several panels than if it is just a product that has become bad." 
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Figure 8: Data flow of the AOI data 

4.2.2 PRODUCTION MANAGEMENT 

The decision makers at the production management level were the production engineers and the 

production manager. The objective of these decisions was to take preventive measures that aimed to 

improve the assembly process so that rework of products would be minimized. However, most of the time 

these decisions were difficult to make due to lack of data.  

 

The preventive actions that could be taken by the production engineers were related to occurring errors 

discovered by coincidence or if a problem was obvious. For instance, if an employee remembered a 

specific error that had occurred in a similar situation earlier. This allowed for the opportunity to take 

measures to avoid the same mistakes to be repeated. One of the production engineers had summarized the 

paper-based production reports to get an overview of the most common quality issues. During a limited 

period, the production reports were manually transferred into a spreadsheet, which was a very time-

consuming process. Even though the summarized data provided a good overview of most common 

product errors, the problem solving itself was not possible with the data available.  
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The production engineers had access to a statistical software application that allowed a limited overview 

of the statistical AOI data. However, this data was difficult to interpret and incomplete for preventive 

decisions related to product errors. Additionally, the data could not be sorted by different themes or 

timeline and the software had a slow processing time. These factors hindered the production engineers to 

use statistical data as support for preventive decisions related to product quality. Therefore, statistical 

AOI data was not analyzed. 

 

Once a week, the production manager reviewed the production reports, which took about 1-2 hours. If 

there had been many errors related to same production order, the production manager talked to the 

operators and asked them to document the errors in specific spreadsheet. However, preventive decisions 

were difficult to make since the production reports did not provide a good overview of why errors had 

happened. It was also difficult identify the largest problems related to product quality. The production 

manager can only conclude what has happened and connect this information to other data. For instance, 

when analyzing how much time had been required to produce a specific work order. This was important 

for ensuring that the data used for production planning was correct. Other data that were used for decision 

making by the production manager were the reject rate. This data showed the number of components that 

the pick and place machine had dropped and not being mounted to the product. However, the rejected, or 

misplaced, components only considered those discovered by the pick and place machine. 

4.2.3 EXECUTIVE MANAGEMENT 

The decision makers at the executive management were the production manager and the CEO. The 

production manager stated that decisions related to new investments, changes in production practices or 

education of employees was very difficult to make due to lack of statistical data. Since no data were 

available, the production manager had to rely on a “gut-feeling” created by own observations and/or 

verbal discussions with the employees. Therefore, these decisions could only be made if there was an 

obvious problem noted by the production manager or an employee that reported the issue to the production 

manager. If the production manager concluded that there was a need to make changes related to 

production practices, the production manager always discussed these ideas with one or several employees 

with good knowledge in that area. When they agreed, a decision was made which was communicated to 

the rest on the affected employees before implementation. For investment up to a certain cost, the 

production manager had the authority to make decisions alone. If the production manager felt comfortable 

in an investment decision, the decisions were made without consulting with an employee. If the 

production manager felt uncertain, discussions were held with someone that had expertise in that specific 

area or with the CEO. 

 

For bigger investments, for instance production equipment, decisions were made by the CEO. When 

making these decisions the CEO always made fact-based the decisions to ensure a good investment. This 

could involve data collected from the machines. The production manager was usually the person 

responsible for presenting these data to the CEO. However, the production manager stated that this could 

be a challenging task. For example, it was difficult to compare an existing machine in production to a 

brand-new machine. Production data could be collected from the existing machine, but this data could not 

be compared to similar data from the new machine. In these cases, the production manager had to rely on 

the machine manufacturer or supplier. 

4.3 OPPORTUNITIES OF DATA-DRIVEN DECISION MAKING 

4.3.1 SHOP FLOOR MANAGEMENT 

Decision makers at all decision levels predicted great opportunities of using data as support for decision 

making. At the shop floor management level, it was considered valuable for the operators to access 

accurate AOI data related to systematical errors in a real-time setting. However, the operators stated that 

this might require a time-demanding process and, therefore, a first step identified was to digitalize the 

production reports. This would enable accurate data related to errors in finished production orders after 

the AOI operator had analyzed the data. If the data would indicate a systematical error, the operators could 
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analyze what has caused the error to avoid the same error being repeated. This would require all data 

related to identified errors to be presented in a way that enables an easy and fast interpretation. How this 

data should be presented would have to be investigated.   

 

To achieve accurate AOI data, changes to the process of creating AOI programs or standardization of 

components and CAD files were necessary. To change the process of creating AOI programs, several 

interviewees highlighted the importance of using external competence since the internal competence did 

not have the knowledge required for this development. This could involve benchmarking at companies 

with a similar AOI machine and/or collaboration with the machine manufacturer or machine supplier. 

The production manager encouraged collaboration with their suppliers by letting them visit the case 

company to exchange knowledge. This would allow the case company to make improvement to their 

current way of working, for instance when developing their AOI programs. As expressed by the 

production manager:  

 

“Come to us and see how we work and learn what we do to create value, but at the same time, come to 

us and see how we work and tell us what we are doing wrong.” 

 

When accurate data have been accomplished, operators stated that existing monitors could be used to 

visualize the data. However, the data visualized must clearly indicate if systematical errors have been 

detected so actions can be taken. Additionally, details related to systematical errors (i.e. error type, 

position, component type) should be easy to analyze. This was important since the operators normally 

had to work at a high pace and, therefore, the time for interpreting data and making decisions had to be 

as short as possible. Thus, critical aspects for enabling data-driven decision making were both the data 

content and presentation of data. The operators found it easy to define what data were needed for 

analyzing systematical errors but found it difficult to define how the data should be presented. In the event 

of a systematic error, the operators also explained that it would be beneficial if the AOI could 

automatically alarm so that the data would not require monitoring.   

 

If data would be collected during and after each process step it would be easier to identify the root cause 

of a problem. This could be achieved by implementing a solder paste inspection machine after the sold 

paste application and by letting the AOI scan the products both before and after the soldering. If this data 

were not collected, the trial and error approach had to be applied to identify the root cause of a problem. 

One of the production engineers expressed that numerical values related to the errors would allow faster 

decision making. 

 

Accurate data from the AOI would also have created the opportunity replace the visual inspections of the 

first test piece, which could have been a great timesaver. Also, human judgement would have been 

replaced by data as decision support.  

4.3.2 PRODUCTION MANAGEMENT 

The production engineers predicted great opportunities of working with statistical data to achieve 

improvements in the production process. At the same time, it was difficult to define what data they needed 

for decision making and how the data should be presented since this would be an entire new way of 

working. To make preventive decisions, the production engineers stated that it was important to first get 

overview of the most common errors. The next step would be to investigate why these problems had 

occurred to take appropriate actions. This would have required manual sorting of the statistical AOI data 

and accessing data from other data sources at the case company to identify data patterns. However, this 

was predicted to be a very time-consuming process, which might not always have the highest priority. 

Therefore, it was considered better to have one system from which all relevant data could be accessed. 

This would have required the standardization of the data. Additionally, if data did not tell what has caused 

and error, the trial and error approach in a physical machine would be required. A long-term objective 

was therefore to implement data that have been automatically analyzed by the help of algorithms. 

However, the production engineers expressed some concerns about working with algorithms since  it was 

considered a risk that the algorithms would not be created correctly.. Thus, there was a risk that the output 



 

29 

 

of the algorithms would involve inaccurate data. At the same time, the production engineers stated that 

the use of algorithms could facilitate more efficient decision making.  

 

The production manager expressed a need to replace paper-based production reports, since it was a time 

demanding task to do this analysis. An overview of the most common errors would enable the production 

manager to create project teams for problem solving. 

 

At this level, it was also important to access real-time data from the AOI that showed the current status 

of the production process. If the production process would start to deviate from its control limits, this 

should be visualized so that actions could be taken before the product quality was compromised. These 

actions could, for instance, involve preventive maintenance of the machines or machine tools.  

4.3.3 EXECUTIVE MANAGEMENT 

At the executive level, it was considered important to analyze how the AOI data had changed over time. 

This would require statistical AOI data visualized over different time periods, for instance per week, per 

month, per six months and per year. One way described to visualize data over longer time periods was to 

use trend curves which would allow the decision makers to easily see if the number of errors increase or 

decrease. A way of presenting the status, was to use different colors. Additionally, it was considered 

important to understand why a trend curve increased or decreased. This would require the automatic 

linking of data related to cause and effect, or a data analysis conducted by the production engineers. 

However, the production engineers stated that there was a risk that the upper management would 

misinterpret the data to be used for decision making at the process management level. Therefore, it was 

important to create user-interfaces for different decision levels. Production engineers also expressed the 

importance of the decision makers at the executive management level to follow-up the results of decision 

making at the process management level. 
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5 ANALYSIS 

 

CHAPTER INTRODUCTION 

This chapter answers the three research questions formulated for this thesis by analyzing the theoretical 

framework and the empirical findings. First, challenges of implementing data-driven decision making are 

analyzed followed by the analysis of enablers of data-driven decision making. The chapter ends by the 

analysis of maturity levels of data-driven making. 

 

5.1 CHALLENGES FOR DATA-DRIVEN DECISION MAKING IN PRODUCTION DEVELOPMENT 

The theoretical framework presented four categories of challenges for achieving data-driven decision 

making in production development: perspectives and attitudes, processes for quality data, technology and 

processes for decision making. This section will compare these findings to the empirical findings.  

5.1.1 PERSPECTIVES AND ATTITUDES  

Perspectives and attitudes challenges can be related to resistance towards change which is a common 

phenomenon (Jacobsen, 2012; Alves, et al., 2015). However, empirical findings did not indicate that 

decision makers resisted the implementation of data-driven decision making. Instead, employees were 

very optimistic towards improving the way they made decisions. Although decision makers at the shop 

floor management level and production management level were concerned that the change might result 

in an increased workload, this was not considered a challenge. Rather it was considered an important issue 

to be analyzed. This will be further analyzed in the section Processes for Decision Making. 

 

Much attention is pointed towards technologies rather than the process of applying technologies to data 

for uncovering valuable knowledge. Consequently, this might not lead to good decisions (Sharma, et al., 

2014). This miss-directed focus was exemplified by empirical findings. A lot of data was collected by the 

AOI machine, but since the data collected were not accurate, the data alone could not be used as decision 

support. Statistical software applications could be used to visualize data in good looking diagrams and 

tables but did not present data required for decision making. Decision makers at all decision levels stated 

that too little attention was pointed towards the data needed by different decision makers and how new 

technologies could support the generation of this data. Instead it was considered common to focus more 

on new interesting technology features. 

 

Empirical findings also revealed that employees were concerned that insufficient resources would be 

allocated to the investment of new technologies. Since the CEO was responsible for the resource 

allocation for the production development project it was considered essential that the CEO understood 

the importance of allocating enough resources for new investments during the development project. 

Otherwise, it was considered a risk that a satisficing approach would be selected. Potential consequences 

of a satisficing approach in resource allocation were exemplified. It was considered likely that the data 

generated would not fully support time-efficient and good decisions. In worst case, data quality would be 

to insufficient for decision making. Another potential consequence could be that new technologies 

become less useful or, in worse case, useless after a certain time. For instance, if a new system application 

could not be expanded for future needs.  

 

Too high complexity in a decision support system could negatively affect the decision makers’ decision 

acceptance (Kayande, et al., 2009). Empirical findings revealed that high complexity in a decision support 

system could hinder the decision makers of understanding how the output data were related to the real 

situation. Fear of incorrect data being generated by the decision support system could contribute to a 

limited confidence in this data. For instance, data generated by algorithms in a decision support system 

would not be trusted and used for decision making by the production engineers until the algorithms had 

been manually validated by the production engineers.  
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The employees actively working in the production development project are the one to take essential 

decisions related to the design of a new system for data-driven decision making. These employees take 

decisions related to what data should be selected and what conclusions should be drawn from the data 

(Lycett, 2013). This means that these decisions are prone to human biases (Tversky & Kahneman, 1974). 

This was also emphasized by empirical findings which indicated that this could cause severe 

consequences if wrong the data interpretations would be made during the development project.  

5.1.2 PROCESSES FOR QUALITY DATA 

Cai & Zhu (2015) defined five dimensions of data quality which shows that enabling quality data can be 

a complex task. Data quality problems identified in the empirical findings were related to consistency, 

accuracy, completeness, and timeliness. Consistency problems were related to the use of different 

terminologies in the production reports and the data generated from the AOI machine. The use of different 

terminologies made it difficult for some of the decision makers to interpret the data which could lead to 

an increased time necessary for data analysis or, in worst case, misinterpretation of the data. Accuracy 

problems were related to the many false calls generated from the AOI machine. This indicate that lacking 

data quality could be traced to non-standardized data from customers and the use of non-standardized 

components in the assembly process.  These data quality problems could also be traced back to the 

development process of AOI programs. Data quality problems related to completeness were identified in 

the production reports, since the decision maker did not consider the data enough for identifying what had 

caused an error. Consequently, no decisions could be made based on this data. A data quality problem 

related to timeliness was also identified. If there was a systematic error in the assembly process, it was 

considered optimal to stop the process immediately to avoid re-work of products remaining in the work 

order. During the time of this case study, this was not possible since accurate data related to systematic 

errors (from the AOI operator) was delivered after a work order had been finished.  

 

Empirical findings indicated that it was easy for the decision makers to point out existing data quality 

problems since they had experienced the consequences of these problems during decision making. 

However, defining data quality requirement for a new system for data-driven decision making was 

considered more difficult. A potential reason for these difficulties could be that the case company did not 

have a defined process for establishing data quality requirement and the decision makers were lacking 

practical experience on how to work with the data. Empirical finding also showed that decision makers 

at different levels needed different data for decision making. This indicates that data quality requirements 

are likely to vary for different decision levels which makes the definition of data quality requirement a 

complex task.  

 

Cai & Zhu (2015) identified several data quality challenges related to big data which was not found in the 

empirical findings, but since the case company had not implemented big data yet these challenges are not 

to be expected. Considering the data quality problems identified at the case company, it can be concluded 

that the complexity of the data quality problems is likely to drastically increase in a big data context.  

5.1.3 TECHNOLOGY 

To enable data-driven decision making, certain technologies for data collection and data processing will 

be required (Davenport & Harris, 2007). However, if a company does not possess the technologies 

required for these purposes challenges related to costly investments and difficulties defining what 

technologies are needed (Machado, et al., 2019; Sjödin, et al., 2018). Additionally, it could be difficult to 

define the adoptions needed to the current production system when implementing new technologies 

(Sjödin, et al., 2018). 

 

The empirical findings indicated that the case company should use the AOI data in the SQL-database 

instead of the production reports and to integrate these data with other data sources to enable one system 

application for decision making. Additionally, three different user interfaces should be developed, one for 

each decision level. Empirical findings also revealed that employees were concerned that insufficient 

resources would be allocated to the development of such a system application. Potential consequences of 
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compromising with the resource allocation when developing a system for data-driven decision making 

were exemplified. For instance, it was considered likely for decision makers to experience difficulties 

making a decision which could cause both confusion and irritation. This could lead to the wrong decisions 

being made or decisions not being made at all. Another potential consequence could be that systems 

developed or other investment would not be as valuable after a certain time. For instance, if a new system 

application cannot be expanded for future needs. To integrate data from multiple sources into one system, 

there is a need to transform the unstructured and semi-structured data into structured data (Yan, et al., 

2017). Empirical findings indicated that this was a major challenge since some of these data sources 

involved systems developed by external parties.  

 

Empirical findings also indicated that the implementation of a solder paste inspection machine and a new 

AOI machine could facilitate data-driven decision making. However, one challenge related to the 

investment of new technology was related to the calculation of the return on investment due to difficulties 

to define potential benefits of new investments. 

5.1.4 PROCESSES FOR DECISION MAKING  

Even if high quality data would be available, empirical findings revealed that there is no guarantee that 

the data will be analyzed and used for decision making. Several operators stated that it was difficult to 

integrate new routines into the existing way of working. The reason for this was that new routines often 

require extra time, which they usually did not have. In these situations, the most important work tasks had 

to be prioritized. The production engineers agreed that new work tasks could result in an extra workload, 

especially while manually performing the data analysis. An important challenge to address is therefore 

the situation when data provides an answer regarding what has happened and a time demanding data 

analysis by the employees is required to find out why it has happened. Consequently, it can be challenging 

to identify appropriate data analysis and decision procedures. Therefore, it might be necessary to question 

if resources should be spent on developing a new system for data-driven decision making if there is a high 

risk that the data will not be used for making decisions.  

 

Schuh, et al. (2017) stated that one potential challenge could be to decide if decentralized or centralized 

decisions should be taken. However, deciding upon decision authority was not considered a challenge at 

the case company, instead it was seen as topic needed to be discussed when developing a new system for 

data-driven decision making. 

5.2 ENABLERS FOR DATA-DRIVEN DECISION MAKING IN PRODUCTION DEVELOPMENT 

The theoretical framework presented four categories of enablers for achieving data-driven decision 

making in production development: perspectives and attitudes, processes for quality data, technology and 

processes for decision making. This section will compare these findings to the empirical findings.  

5.2.1 PERSPECTIVES AND ATTITUDES 

As described by Jacobsen (2012), the fundamental element of all organizations are the people working 

there. Therefore, human aspects should be considered before and during a development project. 

Davenport & Harris (2007) state that it is important to prepare all empleyees for a change by demostrating 

the value of data-driven decision making. This could be accomplished by creating a success story where 

the value of data is demostrated or by a top executive that inspires the empleyees to base decisisons on 

data instead of intuition. Consequently, the objective of this preparation is to make the emplyees see data 

as a resources that adds value and to understand necessity to change. Empirical findings revealed that the 

emplyees at the case company began to see the oppertunities of data-driven decision making when trying 

to identify the most optimal practices and conditions for data-driven decisison making. This allowed the 

empleyees to see how data-driven decision making would benefit them in their daily work and to make a 

comparison with their current situation. As a results, empleyees began to look forward to working with 

data and became eager to suggest what should be considered in a new system for data-driven decision 

making. Considering this, it can be concluded that preparing the emplyees for a change towards data-

driven decision making should be seen as an essential enabler. 
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According to Bellgran & Säfsten (2010), active participation and good communication is important for 

establishing acceptance among the employees during a development project. This is supported by the 

empirical findings which suggested that active participation made the employees feel included and heard 

during the change. Additionally, involving domain experts was considered highly important for ensuring 

a good outcome of the development project. Communication with those not actively involved in the 

development was also emphasized. Employees stated that before decisions related to a change were made, 

it was important to communicate or discuss these ideas before a decision was made. Both to confirm that 

the right decisions are being made and out of respect to their coworkers. 

 

As stated by Gregor & Benbasat (1999), high complexity in a decision support system could obstruct 

decision makers to understand the data generated by the system. Therefore, it is important to take the 

comprehensibility of a system into consideration during the design phase. Empirical finding showed that 

if high complexity in a system cannot be avoided the data generated by the system should be verified. 

Consequently, it is important for the decision makers to ensure that the data generated are correct. 

Therefore, decision makers could participate when verifying the data output of new system for data-driven 

decision making. 

5.2.2 PROCESSES FOR QUALITY DATA 

Since high quality data is a requirement for high quality decision making (Divan, 2017; Janssen, et al., 

2017; Schuh, et al., 2017) it is essential for manufacturing companies to address these challenges. A 

starting point would be to define what data quality is required for decision making (Janssen, et al., 2017) 

with consideration to different decision levels. The empirical findings revealed that the case company did 

not have a process for defining data quality requirement and that the decision makers were lacking 

practical experience on how to work with the data needed for a new system for data-driven decision 

making. Consequently, the case company was lacking guidance on how to define data requirements. A 

potential solution could therefore be to develop a structured process for this purpose. Saaty (1990) stressed 

the importance to define the problem underlying a decision, decision objective, criteria and sub-criteria 

of a decision. Additionally, alternative actions to be taken should be identified. Since these factors affect 

the data quality requirements, questions related to these factors should be included early in a process for 

defining data quality requirements. Saaty (1990) and empirical findings suggested the involvement of all 

stakeholders affected a certain decision when defining data quality requirements. Therefore, a workshop 

with these stakeholders present could be arranged to discuss these factors. Empirical finding also showed 

that PowerPoint or other software tools could be used to create a mock-up user interface that is used to 

define data quality requirement. The mock-up user interface would represent the data quality suggestions 

related to visualization that have been expressed by decision makers and stakeholder. This would allow 

the decision makers to simulate the data analysis process which could be helpful in the process of defining 

data quality requirements. However, the primary focus of this approach is data quality requirements 

related to presentation quality and does therefore not consider availability, usability, reliability or 

relevance. The mock-up user interface could potentially act as a starting point for further discussions 

related to the rest on the data quality dimensions.  

 

When data quality requirements have been established, the quality of the data available should be assessed 

so that actions can be taken if necessary. Empirical findings revealed several data quality issues that 

needed to be addressed to enable decision making. As explained by Janssen, et al. (2017), data quality 

does not only depend on the data itself but also on the process in which the data is being collected and 

how the data is processed. This implies that there is a need for manufacturing companies to create 

processes for how to collect, process and store data to ensure the required data quality. One essential data 

quality issue for the case company to address was related to the many false calls generated from the AOI 

machine. For the case company to enable accurate data, three potential paths have been identified. The 

first path involves the standardization of both customer data and components used. The second path is to 

develop new processes for building the AOI programs. If conclusions would be drawn that accurate data 

from the AOI would be too challenging to achieve with the existing AOI machine, a third option could 

be to invest in a newer AOI machine with different features. To decide on which path to take, decision 
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makers at all three levels agreed that a good starting point would be to collaborate with other actors such 

as benchmarking at companies with similar production processes. By learning how other companies 

tackle similar issues, the case company could gain valuable insight on how to move forward. Since the 

empirical findings also suggested that a hundred percent accurate AOI data might not be possible to 

achieve, processes should be in place to assess and monitor the accuracy of the AOI data quality. This is 

important to ensure product quality problems are not being missed. Considering this, manufacturing 

companies should consider developing processes for both enabling and evaluating data quality. Accurate 

data directly from the AOI would address the issues related to timeliness, since data displayed in real-

time would be enabler. However, presentation quality and completeness of the data presented should be 

analyzed to ensure high quality data. Empirical findings also revealed the need for common strategies 

within the case company to ensure quality data. Common terminologies were considered important for a 

correct and fast interpretation of the data. Data from different sources within the company should also be 

standardized or transformed into structured data to enable a single system where decision makers can 

access all needed data one data source. 

5.2.3 TECHNOLOGY 

To support decisions based on data, technologies should be implemented that allows an automated 

collection, processing and storage of high quality data (Schuh, et al., 2017). However, previous section 

identified challenges related to costs of new investments, defining technology needs, integration of data 

from different sources and competence. To address challenges related to costs of new investments, 

empirical findings suggested a clear definition of strategic objectives of data-driven decision making and 

a stepwise development path towards these objectives. This was also emphasized by Schuh, et al. (2017). 

Considering this, a stepwise development path would allow companies to spread out the investments over 

time. However, this requires implemented technologies to be adaptable for future needs and in line with 

the company’s strategic objectives. To identify technology needs for improving the quality of the AOI 

data, empirical finding suggested a collaboration with other actors, such as equipment supplier and 

benchmarking at companies within the same industry. This could be helpful for understanding what 

technologies are available on the market as well as the different opportunities they might bring. Empirical 

findings also revealed the value of a long-term collaboration with production equipment suppliers. A 

collaboration with production equipment suppliers that truly understand the company’s needs could be 

beneficial both while deciding on new investments and when the new system for data-driven decision 

making is in operation. A collaboration with production equipment suppliers and suppliers of software 

systems would also be necessary for integrating data from multiple sources. However, if all production 

equipment would be delivered from the same supplier, the work necessary to standardize data would be 

reduced. Therefore, having as few suppliers as possible should be considered.    

 

In order to address challenges related to the use of external competence for tasks such as developing a 

database for a new system for data-driven decision making, collaboration between people with different 

knowledge should be prioritized (Janssen, et al., 2017; Vodenčarević & Fett, 2015). This was supported 

by Sharma, et al. (2014), who explained the need to compose multi-disciplinary project team that possess 

domain experts, statistical and computational skills. Additionally, communication and knowledge 

exchange between these people is necessary for the understanding and processing of high quality data 

(Janssen, et al., 2017). This was also emphasized by empirical findings which revealed that a close 

collaboration between domain experts and external competence is a precondition for a good outcome. 

Also, verification of the results would be necessary.    

5.2.4 PROCESSES FOR DECISION MAKING  

Sharma, et al. (2014) stated the need to define the processes and conditions during which insights gathered 

from data will lead to high quality decisions. This is important for ensuring that the data will be used for 

decision making. This was also emphasized by the empirical findings since new practices for data analysis 

and decision making was a critical aspect for ensuring that the right decisions are made. This includes 

how data analysis should be performed and what person should be performing the analysis. Also, there is 

a need to decide what person should make the decisions. Adding to this, it might be necessary follow-up 

the decision results to ensure that the new decision routines have been integrated correctly. To ensure that 
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the right decisions are being made based on the data, processes should be defined for follow-up of decision 

results.  

 

Sharma, et al. (2014) expressed the need for managers to pay attention to developing current decision 

making practices into decision making practices that will generate value by the use of data. Empirical 

finding supported this claim since employees identified both problems and strengths related to current 

decision practices which had to be considered in a new system for data-driven decision making. 

Consequently, there is a need to analyze current decision making practices where both problems and 

strengths are reflected upon. Strengths should be applied in a new system for data-driven decision making 

whereas problems should be addressed to develop new routines that lead to improvements of the current 

way of working. 

5.3 MATURITY OF DATA-DRIVEN DECISION MAKING IN PRODUCTION DEVELOPMENT 

Research Question 3 aims to identify how manufacturing companies can assess the maturity of data-

driven decision making in production development. The Industrie 4.0 Maturity Index presented by Schuh, 

et al. (2017), has been used as a foundation to define different maturity levels of data-driven decision 

making in production development. However, the Industrie 4.0 Maturity Index involves a complete 

development path towards Industry 4.0, including the autonomous response of equipment and other 

system (automated decisions). However, this thesis aims to define different maturity levels for data-driven 

decisions made by humans. Schuh, et al. (2017) defines three maturity levels that can be strongly linked 

to data-driven decision making in production development, which are: visibility, transparency and 

predictability. Therefore, these three levels have been used as a basis to develop a maturity model for the 

assessment of data-driven decision making in production development. However, as revealed by the 

empirical findings, manufacturing companies might find themselves at a level where decisions are not 

based on data. For this reason, the lowest maturity level defined in this thesis is when no data-driven 

decisions are made.  

5.3.1 LEVEL 0 – NO DATA-DRIVEN DECISION MAKING 

The two lowest levels of the Industrie 4.0 Maturity Index presented by Schuh, et al. (2017) considered 

digitalization but does not necessary involve data-driven decisions. Empirical finding revealed that 

decision makers at the case company did not base their decisions on data, even if a large amount of AOI 

data was collected, processed and stored on daily basis. Instead, decisions were based on intuition or the 

trial and error approach. Not using data for decisions could therefore be a starting point for manufacturing 

companies that want to implement decisions based on data. Therefore, this is defined as a level zero in 

this thesis. Since data-driven decision making is not practiced, decision makers could resist a change 

towards the use of data for making decisions, since fear of the unknown is a common phenomenon 

(Jacobsen, 2012). However, this was not exemplified by empirical findings. If data are available at the 

manufacturing company, employees might choose to not use this data for decision making due to lack of 

confidence in the data. At this level, processes are not in place for defining data quality requirements, 

assessing data quality or for generating quality data for decision making. The technologies available does 

not enable an automated collection, processing and storage of digital data. Another shortcoming would 

be lacking processes for a successful data analysis, decision making, evaluation of decision results and 

evaluation the way of working. 

5.3.2 LEVEL 1 – VISIBILITY AND TRACEABILITY 

Level 1 is based on the visibility level presented by Schuh, et al. (2017). Manufacturing companies that 

have reached this maturity level can make data-driven decisions related to what is happening by accessing 

real-time data. Empirical findings revealed that this type of decision is important to make during ongoing 

production, both at the shop floor management level and at the production management level. At the 

production management level and executive management level it was also considered important to 

analyze data after production orders had been finished. This means that data-driven decisions related to 

what has happened based on statistical data would be required. Consequently, this maturity level 

considers real-time data-driven decision making based on the current state of production (Schuh, et al., 
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2017) and data-driven decision making based on statistical data (Weber, et al., 2017). Therefore, data 

must continuously be collected at different stages of production (Schuh, et al., 2017). However, the data 

provided at this maturity level does not necessary imply why certain event happen. 

 

Since digitalization is seen as a requirement for data-driven decision making (Schuh, et al., 2017; Weber, 

et al., 2017), many capabilities must be attained to reach this maturity level. Since this maturity level 

considers decision making regarding what is happening or what has happened, quality data should be 

collected, processed and stored in a way that supports this type of decision making. Empirical findings 

revealed that data was collected at one stage of production, the AOI data. However, the AOI data were 

not considered to always contain the required quality, which was why the data needed to be analyzed by 

the AOI operator. A first step towards data-driven decision making at the shop floor management level 

could be to investigate if some of the AOI data available can be used for real-time decision making. For 

instance, by programming the AOI machine to alarm systematical errors related certain error types. This 

could be beneficial if some error types identified by the AOI machine always would be accurate or extra 

costly to rework. Since the AOI data were considered accurate after the AOI data analysis, this data could 

be used for data-driven decision making at all three decision levels. This would require the case company 

to replace the paper-based production reports with the data stored in the SQL-database. In line with the 

findings by Schuh, et al. (2017), the case company must develop a data management system that enables 

high quality data for decision making. To enable this, one user-interface for each decision level would 

have to be created according to the decision makers data quality requirements. However, as revealed in 

the section Processes for  data quality, certain processes need to be in place for this task. Empirical 

findings also indicated that decision makers needed to access data from additional data sources. An 

integrated system, where data from different sources could be accessed from, would help decision makers 

in making faster decisions. Therefore, data from the SQL-database needed to be connected to data from 

other data sources, which would require structuring the data (Schuh, et al., 2017; Yan, et al., 2017).  

 

The previous section revealed that the case company needs to take actions leading to quality data in terms 

of accuracy. This is an essential step for real-time data-driven decision making at the shop floor 

management level. When high AOI data quality have been achieved, all systematical errors could be 

alarmed so the operators immediately can analyze the problem causing the systematical errors. Adding to 

this, the AOI operator would not have to analyze all AOI data. Instead, only AOI data related to products 

with errors would have to be analyzed. The rest of the products could be transferred directly to the next 

production step. Therefore, the possibility to automatically separate OK and NOK products after the AOI 

machine should be investigated. High AOI data quality would also allow the AOI machine to replace the 

manual visual inspections related to the test pieces. 

 

The possibility to introduce control limits to the AOI machine should also be analyzed and, if possible, 

implemented. This would allow preventive data-driven decision making at the production management 

level. By analyzing the current state of the assembly process, actions could be taken if one of the processes 

starts to deviate before the product quality is compromised. Further, the possibility for the AOI machine 

to provide numerical values regarding each error, should be investigated. Numerical values regarding 

what the current situation actually is and numerical values of what the situation is supposed to be would 

allow the decision makers, both at the shop floor management level and production management level, to 

easier decide what actions should be taken.  

 

As stated by Weber, et al. (2017), manufacturing companies may need to implement new production 

equipment or retrofit existing equipment with embedded hardware and sensors to collect data for decision 

makers. This was also revealed by the empirical findings, since the implementation of new equipment 

would provide the opportunities of collecting data at different stages of production. If data were to be 

collected after each process step, errors could be detected earlier in the assembly process which could 

reduce rework costs. This could be achieved by the implementation of a solder paste inspection machine 

and a second AOI machine according to Figure 9. To collect data during the production processes, sensors 

could be installed. However, before implementing new technologies, data quality requirements would 

have to be defined to ensure the data will be used to support decision making. 
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Figure 9: A suggestion of a future assembly process 

This section has identified several opportunities for the case company to collect important data for 

decision making as well as some factors related to data quality to consider. However, all these 

opportunities might not be implemented at once.  The section Enablers for Data-Driven Decision Making 

in Production Development identified the need to ensure that the quality data are used for decision making 

in terms of acceptance and new practices. Therefore, when developing a new system or an existing system 

for data-driven decision making, it is important ensure that the decision makers fully understand and 

agrees in the way the system functions. Additionally, new routines must be developed for how this data 

should be analyzed and used for decision making.  

5.3.3 LEVEL 2 – TRANSPARENCY 

Level 2 is transparency, which builds on the visibility and traceability level. By linking data that are 

related (cause and effect), decision makers are provided with data related to why something is happening 

or why something has happened (Schuh, et al., 2017). Empirical findings suggested that this type of data 

would facilitate time efficient decision making since a manual data analysis performed by humans would 

no longer be required. At the shop floor, real-time data related to why errors occur would facilitate a 

higher utilization of production equipment since the trial and error approach would no longer be required 

for problem solving. Therefore, more time could be spent on producing quality products. At the 

production management level and executive management level, less time could be spent on the manual 

data analysis by an automated data analysis. In order to reach this level, there is a need to create specialized 

insight-mining processes to uncover new knowledge of how different data are related (Sjödin, et al., 

2018). People who understand the decision problems should be brought together with the right data and 

right data analysts (Sharma, et al., 2014). This was supported by empirical findings, since the decision 

makers argued that the people close to certain problem must be involved when developing a data 

management system. This was considered important to ensure such a system would be developed 

correctly. By working together using the data and analytical tools, the objective is to uncover new 

knowledge that will support rapid decision making by means of high quality data. Thus, there is a need 

to define processes for identifying how different data are related, so the data can be used for decision 

support. 

 

Additionally, there is a need to create a culture of continuously learning how data are related. For instance, 

if unforeseen events occur, such as machinery breakdowns or delivery deadlines being missed, the causes 

should be analyzed and interpreted based on the relevant data. To reach this level, systems that facilitates 

real-time analysis should be implemented. Technologies, such as big data analytics, that support the 

analysis of large datasets can be very helpful for this purpose (Schuh, et al., 2017).  

5.3.4 LEVEL 3 – PREDICTABILITY 

Level 3 is predictability. At previous maturity levels, important data have been collected and data 

relationships have been used to generate data related to why events happen. Building on this foundation, 

the predictability level will identify problems before they occur which allows actions to be taken ahead 
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of time (Schuh, et al., 2017). Consequently, this maturity level will allow advanced data-driven decisions 

based on what will happen. Empirical findings revealed that predictive decision making could be 

beneficial for optimizing the production and identifying future scenarios. Optimization of the production 

could involve the use of software applications to simulate different production processes before new 

product types are being produced. This would allow the virtual testing and evaluation of different process 

settings to identify the best solutions to be used in the physical production environment. The same 

approach could be used to evaluate different development alternatives to the production system design, 

such as implementation of a new AOI machine or sold paste inspection machine. As stated by the 

production manager, making data-driven decisions related to new investments was a difficult task since 

it was not possible to compare the current production output to future alternatives. To enable the 

simulation and evaluation of different production settings or production designs, a digital copy of the 

physical factory would be required as well as the products produced. Additionally, there would be a need 

to create a model for simulation studies. Other predictive decisions at the case company relates to the 

identification of future scenarios, such as machinery breakdowns and deviations. Data on recurring 

events, for instance wear of machinery tools, could be used generate assumption about when machinery 

tools need to be exchanged. This data could be taken a step further by using this data in combination with 

sensors to track machinery deviations before they occur at the products.  

 

To enable quality data for decision making at this level, a first step would be to define data quality 

requirements for making these decisions. This is crucial for identifying what data should be used as input 

for a simulation model or a data analytics model, and for developing the model itself. Therefore, all five 

data quality dimensions presented by Cai & Zhu (2015) are important to consider. As the development of 

a simulation model or data analytics model is a crucial step and, at the same time, a complex task, a 

defined process would be required for this purpose. Additionally, it will be necessary to define a process 

for how the quality of the input data and models used should be evaluated to guarantee quality data for 

decision making.  

 

To summarize, this chapter has presented four maturity levels for data-driven decision making in 

production development. The four maturity levels visualized in Figure 10. 

 

 

Figure 10: Maturity levels for data-driven decision making 
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6 PROPOSING A FRAMEWORK  

 

CHAPTER INTRODUCTION 

The previous chapter answered the three research questions formulated for this thesis. This chapter 

synthesizes these answers into a framework for achieving data-driven decisions making in production 

development.

 

 

The purpose of this thesis is to propose a framework for achieving data-driven decision making in 

production development in the context of Industry 4.0. Empirical findings indicate that achieving data-

driven decision making in production development can be a complex task. The proposed framework 

presented in this thesis describes challenges, enablers and maturity levels for data-driven decision making. 

Further, the framework explains how this insight can be applied by manufacturing companies. 

Consequently, this framework is developed for manufacturing companies to help them plan and prepare 

for their own specific development path towards data-driven decision making. The framework involves 

direct implications to managers, engineers or other employees at manufacturing companies that are 

responsible for production development projects related to data-driven decision making. 

6.1 CHALLENGES FOR ACHIEVING DATA-DRIVEN DECISION MAKING  

The results presented in this thesis indicate that challenges for achieving data-driven decision making in 

production development can be divided into four categories. These categories are: perspectives and 

attitudes, processes for data quality, technology, and processes for decision making.  

 

Perspectives and attitudes. This category considers the perspectives and attitudes of the employees 

involved in the development project and decision making. One potential challenge is related to resistance 

towards change which is a common phenomenon that could hinder a successful outcome of a development 

project (Jacobsen, 2012; Alves, et al., 2015). Too much focus pointed towards technologies and lacking 

focus the process of using the technologies to data for uncovering new knowledge. This is as an aspect 

that could hinder data-driven decision making (Sharma, et al., 2014). Further, too high complexity in a 

decision support system could negatively affect the decision makers’ acceptance of a decision (Kayande, 

et al., 2009). This could influence the decision maker to not use the data for making decisions. During a 

development project, selected people are responsible for making essential decisions regarding what data 

should be selected and what conclusions should be drawn from the data (Lycett, 2013). This means that 

these decisions are prone by human biases (Tversky & Kahneman, 1974) which could negatively affect 

the decision that will be made based on the data. 

 

Processes for data quality. This category relates to the processes of generating quality data2 for decision 

making. Data quality considers five dimensions: data availability, data usability, data reliability, data 

relevance and data presentation quality (Cai & Zhu, 2015). One challenge related to this category is to 

define data quality requirement for decision making. Empirical findings revealed that it was particularly 

difficult to define data presentation quality requirements. A second challenge revealed by empirical 

findings was to define the processes that would generate the required data quality. 

 

Technology. This category considers technology related aspects. To enable high data quality for decision 

making, certain technologies are required for collecting, processing and storing data (Davenport & Harris, 

2007). For example, data can be collected by a machine or through sensors, processed using software and 

stored in a database. Depending on what technologies are available and what data quality is required, it 

might be necessary to implement new technologies or to retrofit existing equipment (Weber, et al., 2017). 

In these cases, challenges could be related to defining and selecting technologies that enables data quality 

                                                      
2 As explained in the chapter Theoretical Framework, data quality can be defined as: “… the degree of fulfilment 

of all those requirements defined for data, which is needed for a specific purpose” (Morbey, 2013, p. 4). 
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requirements (Machado, et al., 2019; Sjödin, et al., 2018). Identification of adoptions to the existing 

system could also be a challenging task (Sjödin, et al., 2018). Lack of resources for investment of new 

technology is an aspect that could hinder the implementation of data-driven decision making (Mittal, et 

al., 2018). Integration of data from multiple sources to enable data from one single source, could also be 

a challenging task (Cai & Zhu, 2015). 

 

Processes for decision making. This category relates to how the data is used for decision making. One 

potential challenge identified considered the determination of decision authority, in other words deciding 

upon who should make a certain decision. Either centralized or decentralized decisions could be taken  

(Schuh, et al., 2017). Empirical findings identified the integration of new routines into an existing way of 

working as a challenge. This especially the case when new routines would require extra work.   

6.2 ENABLERS FOR ACHIEVING DATA-DRIVEN DECISION MAKING  

The results presented in this thesis indicate that the enablers for achieving data-driven decision making in 

production development can be divided into the same four categories as the challenges described in 

previous section.  

 

Perspectives and attitudes. To address challenges related to resistance towards change, it is important to 

prepare the employees for change before a development project is initiated (Davenport & Harris, 2007). 

Active participation and good communication are important for establishing acceptance among the 

employees during a development project (Vodenčarević & Fett, 2015). This was supported by the 

empirical findings which suggested that active participation made the employees feel included and heard 

during the change. Communication with those not actively involved in the development was also 

emphasized. Involvement of key-stakeholders in the decision making process (Vroom, 2003) and 

comprehensibility of a decision support system should be considered for ensuring decision acceptance 

(Gregor & Benbasat, 1999. 

 

Processes for data quality. The results presented in this thesis indicate that it is essential to define data 

quality requirement for decision making. Therefore, it is important to define the problem underlying a 

decision, decision objective, criteria and sub-criteria of a decision, and alternative actions to be taken 

(Saaty, 1990). Saaty (1990) and empirical findings suggested that all stakeholders affected by a certain 

decision should be involved when defining data quality requirements. Empirical finding suggested that 

PowerPoint or other software tool could be used to simulate the data analysis process which could be 

helpful in the process of defining data quality requirements. Data available within the company should be 

evaluated based on the data quality requirements. The results of the evaluation will reveal what data 

quality needs to be improved to enable decision making. Since data quality not only depend on the data 

itself but also on the process in which the data are being managed (Janssen, et al., 2017), manufacturing 

companies might need to develop their processes for collecting, processing and storing data to facilitate 

required data quality.   

 

Technology. Depending on what technologies are available and what data quality is required, it might be 

necessary to implement new technologies or to retrofit existing equipment (Weber, et al., 2017). To 

address challenges related to costs of new investments needs, empirical findings suggested a clear 

definition of strategic objectives of data-driven decision making and a stepwise development path towards 

these objectives. This was also emphasized by Schuh, et al. (2017). This allows manufacturing companies 

to spread out the investments over time. However, this requires that implemented technologies are in line 

with the company’s strategic objectives. To understand and define technology needs, empirical finding 

suggested a collaboration with other actors, such as equipment supplier and benchmarking at companies 

within the same industry. Also, multi-disciplinary project teams were emphasized for ensuring quality 

data. 

 

Processes for decision making. There is a need to define the processes and conditions during which insight 

is gathered from data will lead to high quality decisions (Sharma, et al., 2014). Therefore, it is important 

to decide on decision authority (Schuh, et al., 2017) and routines for data analysis and decision making. 
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Focus should be pointed towards developing current decision making practices into decision making 

practices that will generate value using data (Sharma, et al., 2014). When analyzing the current situation, 

it is important to identify both weaknesses and strengths of the existing situation. Strengths should be 

applied into new practices whereas weaknesses should be addressed (Bellgran & Säfsten, 2010). 

Empirical findings suggested that this analysis should be conducted with all employees affected by the 

decision to ensure a common understanding.   

6.3 MATURITY LEVELS OF DATA-DRIVEN DECISION MAKING 

In this thesis, four maturity levels related to data-driven decision making were identified. The lowest 

maturity level defines the situation where no data-driven decisions are made, which could be a starting 

point for certain manufacturing companies. The three other maturity levels are linked to different types 

of data-driven decisions. As can be seen in Table 4, these four maturity levels are divided into four 

dimensions: perspectives and attitudes, processes for data quality, technology, and processes for decision 

making. Consequently, manufacturing companies can have fragments of different maturity levels for 

different dimensions.  

 

Level 0 – No Data-Driven Decision Making. At this maturity level, decisions that are not based on data 

(i.e. intuitive decision making or decisions based a trial and error approach). Since data-driven decision 

making is not practiced, employees could resist a change towards the use of data for making decisions. If 

data are available at the manufacturing company, employees might choose not to use this data for decision 

making due to lack of confidence in the data. At this level, processes are not in place for defining data 

quality requirements, assessing data quality or for generating quality data for decision making. The 

technologies available does not enable an automated collection, processing and storage of digital data. 

Another shortcoming would be lacking processes for a successful data analysis, decision making, 

evaluation of decision results and evaluation the way of working. 
 

Level 1 – Visibility and Traceability. Decision making at this maturity level involves data-driven decisions 

related to what is happening by using real-time data (Schuh, et al., 2017) and/or data-driven decisions 

related to what has happened based on statistical data. The type of decisions that can be made should be 

determined by the data quality requirements for a certain decision. Consequently, at this maturity level, 

all required data are collected and can be used for decision making. However, this data might not imply 

why certain events occur. Therefore, time demanding data analysis might be required. At this maturity 

level, employees see data as a resource that adds value and therefore manual data analyses are prioritized 

even if they can be time demanding. Employees are also trusting the data generated by a decision support 

system. The manufacturing company has processes in place for the definition of data quality requirements, 

the assessment of data quality and for generating quality data for decision making. These processes are 

essential for ensuring that the right data is used for making decisions. Required technologies are also used 

for an automated collection, processing and storage of digital data. This data is accessed from one single 

source, meaning that decision makers no not have to use different data systems for accessing data. Further, 

practices are in place for a successful data analysis and decision making. Evaluation of decision results 

and the way of working with data is also important for continues improvements.  

 

Level 2 – Transparency. This level facilities a greater understanding of events and the root cause of their 

occurrences. The corresponding contextualization of data provides knowledge of processes required to 

support decision making in a complex and rapid environment.  This allows data-driven decisions related 

to why something is happening and/or why something has happened in a time-efficient manner (Schuh, et 

al., 2017). At this level, employees are continuously searching for new data patterns by searching for 

answers related to why different event occur.  Employees feel confident in the data generated by a decision 

support system even if complex algorithms have been used. Technologies are in place for enabling real-

time data analytics of larger datasets. Big data analytics could be applied for this purpose (Schuh, et al., 

2017). In these cases, processes for data quality have been developed for a big data context. Further, 

processes are in place for rapid decision making and responsibilities have been assigned for continuously 

discovering new data patterns. Adding to this, practices are in place for integrating new data for decision 

making, evaluation of decision results and the way of working. 
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Level 3 – Predictability. This level builds on the transparency level and enables decisions based on future 

scenarios, such as forecasting. Consequently, data-driven decisions can be made related to what is going 

to happen (Schuh, et al., 2017). Therefore, employees are striving to predict what events will occur in the 

future and to identify what measures should be taken. Employees are also confident in the data generated 

by a decision support system and predictive analyses. For this, technologies are used for predicting future 

scenarios and evaluating alternative paths. Processes are in place for defining data quality requirements 

for preventive decision making. Processes are also in place for creating models that generates data for 

predictive studies and for assessing the data generated by the models. Responsibilities have been assigned 

for continuously predicting future scenarios and evaluating alternative paths. Processes are in place for 

predictive decision making and for the evaluation of decision results and the way of working. 

 

 

 

  



 

43 

 

Table 4: Maturity levels of data-driven decision making 

Maturity level 
Perspectives  

and attitudes 

Processes for  

data quality 
Technology 

Processes for  

decision making 

Level 0: No data-driven 

decision making 

 

- Employees do not see the value of 

implementing data-driven decision 

making. 

- Employees are not confident in 

the data generated by a decision 

support system. 

- Processes are not in place for defining 

data quality requirements for decision 

making.  

- Processes are not in place for the data 

quality assessment. 

- Processes are not in place for generating 

quality data for decision making. 

 

- Technologies available do not 

enable an automated collection, 

processing and storage of digital 

data.  

- Processes are not in place for a 

successful data analysis and 

decision making.   

- Processes are not in place for the 

evaluation of decision results and 

the way of working. 

Level 1: Visibility and 

traceability 
 

Data-driven decisions are 

made based on what is 

happening or what has 

happened. 

 

- Employees see data as a resource 

that adds value. Therefore, manual 

data analyses are prioritized even if 

time demanding.  

- Employees feel confident in the 

data generated by a decision 

support system. 

- Processes are in place for defining data 

quality requirements for decision making.  

- Processes are in place for the data 

quality assessment. 

- Processes are in place for generating 

quality data for decision making. 

 

- Technologies are in place that 

enables an automated collection, 

processing and storage of digital 

data. 

- Decision makers can access all 

data necessary from one source. 

- Processes are in place for a 

successful data analysis and 

decision making.   

- Processes are in place for the 

evaluation of decision results and 

the way of working. 

Level 2: Transparency 
 

Data-driven decisions are 

made based on why 

something is happening 

or why something has 

happened. 

 

- Employees are continuously 

searching for new data patterns by 

looking for answers related to why 

different event occur. 

- Employees feel confident in the 

data generated by a decision 

support system even if complex 

algorithms have been applied.  

- Processes are in place for defining data 

quality requirements for decision making 

in a big data context*. 

- Processes are in place for the 

assessment of data quality in big data*.  

- Processes are in place for generating 

quality data by discovering new data 

patterns in big data*. 

- Technologies are in place that 

enables real-time data analytics of 

large datasets are in place. Big 

data analytics can be used for this 

purpose. 

- Processes are in place for rapid 

decision making.  

- Responsibilities have been 

assigned for continuously 

discovering new data patterns. 

- Processes are in place for 

integrating new data for decision 

making. 

- Processes are in place for the 

evaluation of decision results and 

the way of working. 

Level 3: Predictability 
 

Data-driven decisions are 

made based what will 

happen. 

- Employees are striving to predict 

what events will occur in the future 

and to identify what measures 

should be taken. 

- Employees feel confident in the 

data generated by a decision 

support system and predictive 

analyses. 

- Processes are in place for defining data 

quality requirements for preventive 

decision making. 

- Processes are in place for the 

assessment of input data and methods 

used for generating data. 

- Processes are in place for creating 

quality models for predictive studies.  

- Technologies are in place or 

software are used for predicting 

future scenarios and evaluating 

alternative paths. 

 

 

- Processes have been assigned 

for continuously predicting future 

scenarios and evaluating 

alternative paths.  

- Processes are in place for 

predictive decision making. 

- Processes are in place for the 

evaluation of decision results and 

the way of working. 

*Big data is not a requirement 
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6.4 APPLICATION OF THE FRAMEWORK 

The proposed framework can be used by manufacturing companies to help them plan and prepare for their 

own specific development path towards achieving data-driven decision making. The use of the framework 

involves three phases (see Figure 11). The first phase is the assessment of the current maturity level and 

aims to analyze the current production situation in terms of the four dimensions described in the previous 

section Maturity Levels of Data-Driven Decision Making. The assessment is conducted using Table 4 as 

guidance. If several production decisions are analyzed, one assessment should be conducted for each 

decision. The assessment focuses on a selected production decision. The assessment should be conducted 

during a workshop together with key-stakeholders (i.e. decision makers at different levels and managers). 

The results from the questionnaire will define the current maturity level regarding four categories of 

challenges and enablers. These results should be drawn in the radar chart in Diagram 1 for a visual 

presentation of the current maturity level (see the example in Figure 11).  

 

Diagram 1: Radar diagram for the maturity level assessment 

 
 

The second phase is to identify the capabilities that requires development. This involves the determination 

of a future state that the manufacturing company wishes to attain after the production development 

process. This requires a forward looking analysis where the manufacturing company’s goals and strategies 

are considered (Bellgran & Säfsten, 2010; Schuh, et al., 2017). A gap analysis is performed to identify 

the capabilities that require development in order for the manufacturing company to reach its desired 

future state (Schuh, et al., 2017). The future state (the desired maturity level) should be visualized by 

drawing a new line in the same diagram as used in phase 1. The capabilities requiring development is 

represented by coloring the area between the line representing the current state and the line representing 

the future state (see the example in Figure 11). 

 

The results from phase 1 and 2 are used in the third phase which involves defining actions for reaching 

the desired future state. This requires the identification of case-specific challenges and enablers for 
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achieving the defined objectives. The four categories of challenges and enablers presented earlier in this 

thesis are used as guidelines. The challenges are factors that might hinder a successful implementation of 

data-driven decision making. If these challenges are not addressed, there is a high risk that the resources 

spent on a development project will not be utilized to its full potential. In other words, resources are likely 

to be miss-used and objectives might not be fully reached. To address these challenges, case-specific 

enablers should be defined which can be explained as an optimal use of resources for a desired future 

state. These enablers are used to formulate suitable actions that are incorporated to a roadmap. 

 

 

 
Figure 11: Application steps of the presented framework for data-driven decision making 
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7 CONCLUSIONS AND RECOMMENDATIONS 

 

CHAPTER INTRODUCTION 

This chapter presents the conclusions of this thesis. Finally, directions for further research are suggested.   

 

7.1 CONCLUSION 

The purpose of this thesis is to propose a framework for achieving data-driven decision making in 

production development in the context of Industry 4.0. To meet this purpose, three research questions 

were formulated. The answers to these research questions will be summarized in this chapter. 

 

The answer to the first research question indicates that challenges related to the achievement of data-

driven decision making in production development, can be divided into four categories.  The first category 

is perspectives and attitudes. The challenges identified considered too much focus on analytical tools, 

resistance towards change, lack of decision acceptance, satisficing approaches and human “sense-

making”. The second category is processes for data quality which relates to the issues of generating data 

of the required quality according to the decision makers requirements. Cai & Zhu (2015) defined five 

dimensions of data quality: consistency, accuracy, completeness, timeliness and presentation quality. The 

analysis indicated that defining data quality requirement for decision making and achieving data quality 

can be a difficult task. Further, the findings in this thesis reveal that insufficient data quality could hinder 

the decision maker from using the data for decision making even if the data is available. The third category 

is technology. To enable data-driven decision making, certain technologies for data collection and data 

processing will be required. However, if a company does not possess the technologies required for these 

purposes, challenges related to costly investments and difficulties defining what technologies are needed. 

Additionally, it could be difficult to define the adoptions needed to the current production system when 

implementing new technologies. The fourth category is processes for decision making. The findings in 

this thesis indicate that even if high quality data are available, there is no guarantee that the data will be 

analyzed and used for decision making. Challenges related to selection of decision authority and 

integration of new routines must therefore be addressed.    

 

The answer to the second research question indicates that the enablers for achieving data-driven decision 

making in production development can be divided into the same four categories as the challenges. The 

identified enablers related to perspectives and attitudes considered preparing the employees for change, 

multi-disciplinary project teams, clear communication, involvement of key-stakeholders in the decision 

making process and comprehensibility of a decision support system. The enablers related to processes for 

data quality involves processes for the definition of data quality requirements, processes for achieving 

quality data and processes for the assessing data quality. Identified enablers related to technology are 

multi-disciplinary project teams and collaboration with external partners. The enablers related to 

processes to decision making considered processes for definition of new routines and procedures for data 

analysis and decision making. 

 

The answer to the third research question reveal that manufacturing companies can assess the maturity of 

data-driven decision making in production development based on four different maturity levels: no data-

driven decision making, visibility and traceability, transparency and predictability. For a manufacturing 

company to reach a higher maturity level, the identified enablers for data-driven decision making must 

be considered. Manufacturing companies on the lowest maturity level, no data-driven decision making, 

are currently not making decisions based on data. Instead, decisions could be based on intuition or a trial 

and error approach. Manufacturing companies that have reached the visibility and traceability level are 

able to make decisions based on data related to what is happening and/or what has happened. The 

transparency level considers data transparency and aims to support the decision maker with data related 

to why something is happening and/or why something has happened. The highest maturity level is about 

predicting future event and considers, therefore, decisions related what will happen. As a result, 
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companies will be able to anticipate what lays ahead so that they can make proactive decisions based on 

data and thus implement appropriate actions ahead of time. 

 

The purpose of this thesis was fulfilled by synthesizing the answers to the three research questions into a 

framework for achieving data-driven decision making in production development in the context of 

Industry 4.0. This framework is presented in the chapter PROPOSING A FRAMEWORK and can be used 

by manufacturing companies to help them plan and prepare for their own specific development path 

towards data-driven decision making. 

7.2 RECOMMENDATIONS FOR FUTURE RESEARCH 

This thesis has provided an initial step in understanding how manufacturing companies can achieve data-

driven decision making in production development in an Industry 4.0 context. During the process of 

exploring this issue, directions for future research were also identified. The results of this thesis have 

identified four enablers for achieving data-driven decision making in production development. These 

enablers reveal what activities manufacturing companies may need to perform to reach a higher level of 

data-driven decision making. However, there is still a need to define what capabilities manufacturing 

companies must require for increased maturity. Future research may also include the investigation of what 

steps manufacturing companies could take to develop processes for data quality and decision making. 

Additionally, future research may include confirmation of the findings presented in this thesis with 

additional use cases and industry types. This could also provide additional insight to the results presented 

in this thesis which could be applied to develop the presented framework. To facilitate the practical 

application of the framework, a suggestion would be to develop a tool or a manual aimed for practitioners 

at manufacturing companies.  
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9 APPENDICES  

9.1 APPENDIX 1 – INTERVIEW GUIDE ROUND ONE 

1. Vilka arbetsuppgifter och ansvarsområden ingår i ditt dagliga arbete?  

2. Vilka beslutsområden ingår ditt arbete? 

3. Vad baserar du dessa beslut på?  

4. Vilken data saknar du i dagsläget för att kunna ta så bra beslut som möjligt? 

5. Vad är dina förväntningar på att i större utsträckning använda data som grund för att fatta 

beslut? 

  



 

II 

 

9.2 APPENDIX 2 – INTERVIEW GUIDE ROUND TWO 

A) Bakgrundsinformation 

1. Hur länge har du arbetat på företaget? 

2. Vilka olika arbetsroller har du haft på företaget? 

3. Vad är din formella jobbtitel? 

4. Hur länge har du haft din nuvarande arbetsroll? 

B) Arbetsuppgifter och beslutsområden  

5. Vilka arbetsuppgifter och ansvarsområden ingår i ditt dagliga arbete?  

6. Vilka typer av beslut tar du i ditt dagliga arbete? 

a. Kan du ge exempel på och förklara hur du går tillväga när du tar de här 

besluten? Beskriv vilka steg du tar.  

i. Vilka andra personer är involverade i den beskrivna beslutsprocessen? 

ii. Vilken data använder du när du tar de här besluten?  

iii. Hur får du tillgång till datan och hur är den presenterad? 

b. Vilka svårigheter/utmaningar upplever du idag när du ska ta ett beslut? Kan du 

beskriva en sådan situation?  

c. Kan du beskriva en situation när du tog ett beslut utan att det fanns någon data 

tillgänglig? Vilka steg tog du för att ta beslutet? 

C) Data-baserade beslut 

7. Om du tänker helt fritt. Vilken data från AOI:n saknar du och skulle du vilja ha tillgång 

till för att kunna ta bättre eller fler beslut?  

a. För vilka beslut skulle du använda den här datan? 

b. Hur går du tillväga för att ta de här besluten i dagsläget? Beskriv vilka steg du 

tar.  

c. Om du föreställer dig det bästa tillvägagångssättet för att ta de här besluten. 

Kan du beskriva vilka steg du tar? 

i. Vilken typ av data är det du behöver?  

ii. Hur vill du att den här data vara presenterad?  

d. På vilket sätt förbättras dina beslut genom det beskriva tillvägagångssättet?  

8. Finns det något utöver det som har tagits upp under intervjun som du vill tillägga? 
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9.3 APPENDIX 3 – INTERVIEW GUIDE ROUND THREE 

1. Hur anser du att ni bör gå tillväga för att fatta data-baserade beslut i framtiden? 

 

2. Vad anser du krävs av ett nytt system för att på ett så bra tillvägagångssätt som möjligt kunna 

arbeta på detta sätt i framtiden? 

 

3. Vilka potentiella hinder och utmaningar ser du för att på ett så bra tillvägagångssätt som möjligt 

ska kunna arbeta enligt det tidigare beskrivna tillvägagångssättet? 
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9.4 APPENDIX 4 – WORKSHOP ONE: AGENDA 

1) Bjud på fika och skapa en god stämning! 

 

2) Gå igenom syftet med workshopen: att välja de beslutsområdena som är viktigast för 

företaget. Besluten ska vara sådana som kan förbättras med hjälp av AOI-data och är de jag 

kommer att gå vidare med i mitt examensarbete. 

3) Gå igenom avgränsningar: 

▪ Besluten ska vara viktiga för företaget. 

▪ Besluten och utmaningar som tas upp ska kunna förbättras med hjälp av data från 

AOI:n. 

 Datan kan samlas in med den AOI-maskin som finns. 

▪ Besluten ska helst inte kräva tillgång till andra data än AOI-data, eventuellt kan AOI 

data vara ett komplement till den data som redan finns tillgänglig. 

4) Gå igenom upplägget för workshopen.  

5) Identifiera viktiga områden för företget. Låt deltagarna brainstorma viktiga områden för 

företaget. Dessa skrivs upp på tavlan. Stödfrågor: 

▪ På vilka sätt kan vi se om processen går bra eller inte?  

▪ På vilka sätt kan vi se om maskinerna och vi gör ett bra jobb? 

6) Idégenerering. Alla (inklusive jag själv) får fem minuter på sig att skriva ned (på post-it 

lappar) olika problem och utmaningar de upplever idag relaterat till de olika områdena. 

Problemen och utmaningarna ska kunna kopplas/ lösas genom tillgång till data från AOI:n. 

7) Sätter upp post-it på tavlan. Alla får sätta upp sina post-it lappar på tavlan, där man tror att 

ens post-it hör hemma. 

8) Genomgång av idéer. Vi går igenom alla post-it lappar, en i taget. Den som har skrivit en post-

it lapp få berätta vad som menas med det som skrivits på lappen och vilket beslutsområde 

problemet är kopplat till. Genomgång av hur man går tillväga för beslutet idag: tillgång till data 

idag etc. Identifiering av data som behövs. 

▪ Eventuell sortering enligt punkt 3. 

9) Kategorisera efter olika beslutsnivåer 

10) Argumentering för viktigaste besluten. När alla post-it lappar har presenterats går vi varvet 

runt bordet. Alla får berätta och argumentera för vilket beslut de tycker är viktigast, för 

respektive beslutsnivå. 

11) Val av beslut. Vi väljer ett/två beslut som är rankat högst för varje beslutsnivå. Besluten ska 

helst vara relaterade till varandra.  

12) Boka tid för nästa workshop.  
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9.5 APPENDIX 4 – WORKSHOP TWO: AGENDA 

1. Sammanfattning föregående workshop 

• Valda produktionsbeslut 

2. Presentation av preliminära fynd 

• Vad krävs för att fatta beslut baserat på data  

• Nuvarande situation för tre beslutsnivåer 

• Önskvärd situation för att fatta data databaserade beslut tre nivåer 

3. Diskussion av preliminära fynd  

4. Sammanfattning 

 

 


