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ABSTRACT

As time passes, software systems need to be maintained, modified, and integrated with other systems so as not to age and become obsolete. In the present thesis, we investigate how the concepts of software components and software architecture can be used to facilitate software evolution and integration. Based on three case studies, we argue that considering a software system at a high abstraction level, as a set of connected components, makes possible a cost efficient and structured evolution and integration process. The systems in two of our case studies are information systems developed in-house used for managing and manipulating business-critical data. The third case study concerns an integration framework in which systems can be integrated without modification.

In the thesis, we describe how several architectural alternatives can be developed based on architectural descriptions of existing systems, and how these can be evaluated regarding a number of concerns in a relatively rapid way, while achieving an acceptable confidence/effort ratio. We describe how some of these concerns can be addressed in more detail, namely maintainability, cost of implementation, and time of implementation; we also discuss the risk involved in the decision. We show how although the existing architecture may reflect insufficient design decisions and an outdated state of practice, it can and should be seen as a prototype revealing strengths that should be preserved and weaknesses that should be addressed during redesign. We also describe four different integration approaches and the feasibility of each under various circumstances: Enterprise Application Integration (EAI), interoperability through import and export facilities, integration at data level, and integration at source code level. The two last of these are compared in more detail, revealing that code level integration is more risky but not necessarily more costly than data level integration, but is advantageous from a technical perspective.
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1. INTRODUCTION

Many ways of improving the understandability of large programs have been suggested, and throughout the years some generally adopted concepts have crystallized – “modularity”, “information hiding” and “separation of concerns” are some of these. The ultimate concern is to develop and evolve high-quality systems in a cost-efficient manner. More recently, the two complementary research fields of component-based software (focusing on the problem of writing reusable software entities – components) and software architecture¹ (dealing with the structural arrangement of components) have appeared to accomplish the same thing.

While academic research in software architecture has so far mainly focused on the design of systems before they are built, the architectural documentation being used during implementation, the component community has focused more on the use of components in evolving systems. With the present thesis, we contribute, by means of a survey of the relevant literature, three case studies and a discussion, to the overall research in architecture and components, addressing issues not thoroughly investigated to date. We focus on software evolution (i.e. all software in use is changed gradually as time passes) rather than new development, and in particular software integration (ranging from collaboration to amalgamation of several existing systems to constitute a new system). Another of our goals is to make architectural analysis rapid rather than exhaustive, relying more on intuition and experience than on comprehensive analysis using existing techniques (such as formal methods).

We have formulated a general research hypothesis and four more specific research questions, listed in section 1.1 below. We have provided answers to these through three case studies: a system redesign case study [103] reprinted in chapter 4, an integration framework case study

¹ In the present thesis, the term “architecture” and its derivates (“architectural” etc.) will be used interchangeably for “software architecture”.
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reprinted in chapters 6, 7, and 8. These chapters are reprints of previously published conference papers.

The remainder of chapter 1 defines the research objectives in more detail, describes the methodology used and summarizes the contribution of the thesis. Chapters 2 and 3 survey approaches to the concepts of components, software architecture, and software evolution in literature with emphasis on issues related to the present thesis. Chapters 4 through 8 present our case studies. Chapter 9 uses the literature survey to generalize our findings from the case studies and discusses their limitations. This is followed by a brief summary in chapter 10.

1.1 Hypothesis and Research Questions

The main hypothesis underlying the present thesis is that conceptually separating software into components [42], and reasoning about the relationships between these components – the system’s architecture [13] – are useful means to manage software evolution in large complex software systems in a cost efficient manner.

Although architectural analysis and system decomposition into components as well as composition of components are well known research subjects and relatively widespread in practice, there is still much to do to improve the state of practice, not least concerning system evolution and integration. So far, architectural evaluation [34] has mostly been used during development of new systems. We use architectural analysis to validate the hypothesis. Such analysis often includes abstracting or improving the system’s documentation to include architectural documentation (see e.g. [35]) by decomposing the existing software into components. Through case study opportunities we have been able to investigate how far the hypothesis holds in practice. We will present the major issues we have investigated to support (or contradict) the hypothesis, in the form of four questions (“Q1” through “Q4”, where “Q” stands for “question”).

[62] reprinted in chapter 5, and a systems integration case study [105-107] reprinted in chapters 6, 7, and 8. These chapters are reprints of previously published conference papers.
One evolution scenario is when a part of a system has to be redesigned, not to include more functionality but to improve its extra-functional qualities. To what extent can such a system be redesigned without massive rewrite by considering it as a connected set of components? In this scenario, it makes sense to put some effort into evaluating several alternative designs beforehand and estimate their properties – not least their associated future maintainability. To which extent does it make sense to describe and analyze the system at the architectural level, as a set of software components, in this context? Can such analysis reveal weaknesses of design alternatives, to enable a well-founded decision on which alternative to choose? Let us call these issues on system redesign “Q1”.

Another increasingly important aspect of software evolution is system integration. Many organizations have a large amount of technically separate systems, although conceptually related, and the reasons and situations in which software integration occurs are many. The software may have been acquired from several sources, which explains why it is not integrated although interoperability would be beneficial. But even with software developed in-house, there may be a need for integration as separate systems evolve and grow into each other’s domains. When two companies merge the result may be that the merged company owns overlapping systems. The systems may be tools used only within a company to run its core business, or it may be the products the company manufactures. How can the concepts of architecture and components be used when integrating complex software systems? How can these concepts be used when developing a general integration framework? How can these concepts be used when developing a customized, tight integration? How can architectural

---

2 With “extra-functional”, we intend features that are not mere “functionality”, many of which are relatively intangible and escape quantification, such as performance, maintainability, availability, usability or reliability. These are also commonly called “non-functional” properties, “quality” attributes, or more popularly “ilities” (since many of these features are have the suffix “ility”). Depending on the context, we may use any of these terms in the present thesis.
analysis help in developing a long-term integration strategy? Let us call these integration issues “Q2”.

When analyzing an architecture before building a system, one wants to assess that it will provide the required functionality as well as having acceptable performance, being maintainable, and have many other “extra-functional” qualities. But all of these are of minor importance if not the business goals can be met, e.g. if the system will be too costly or take too long to build. Also, even if two different architectural alternatives are similar in these respects, one might be considered less risky due to e.g. a possibility of reusing existing code or not requiring total long-term commitment. How can such organizational and business concerns be addressed by architectural analyses and decisions during system evolution? Let us call these organizational and business issues “Q3”.

When developing a new system, one has a large set of technologies, architectures, etc. to choose from. When evolving or integrating existing systems, these possibilities seem to be restricted due to the technologies and architectures used in the existing systems. More specifically, which are these restrictions? Are there possibilities and opportunities as well? Let us call these issues “Q4”.

Let us summarize these research questions:

\[
\begin{align*}
\text{(Q1)} & \quad \text{How can the concepts of architecture and components be beneficially used to estimate a software system’s properties during its evolution?} \\
\text{(Q2)} & \quad \text{Is it possible to beneficially use the concepts of architecture and components when integrating existing software systems, and how can this be done?} \\
\text{(Q3)} & \quad \text{How are architectural analyses and decisions related to organizational and business goals during system evolution?} \\
\text{(Q4)} & \quad \text{How does the architecture of an existing system restrict or facilitate its evolution?}
\end{align*}
\]
In using the term “beneficially”, we have two specific notions in mind: avoiding *software deterioration* and achieving *cost-efficiency*, described presently.

- Even if a system is initially built to be maintainable and modifiable, the typical observation is that as it evolves, it *deteriorates*, meaning that it becomes more and more difficult to understand and maintain – which often negatively affects extra-functional properties such as performance and robustness before long. One important long-term goal when maintaining or modifying a system is not only to implement the requested changes, but also to do it in such a manner that the system does not deteriorate. How can the concepts provided by research in software architecture and component-based software be used to achieve this goal?

- The term “beneficially” should also be understood in the context of cost-efficiency: we are not interested in what *can* be done, if the resources required are too great to justify the expenditure. People and organizations are typically reluctant to try new technologies and processes, and prefer small-scale, low-cost experimenting first; especially as the effort required increases dramatically as the architectural alternatives to be analyzed as well as the features to analyze increase in number. We have therefore chosen to focus on situations in which the software is to evolve using limited resources.

### 1.2 Methodology

When research is begun in a particular field, the problem itself is not always obvious. Experience reports and case studies are the usual means of gaining insight into the problem, and outlining possible solutions. When many case studies demonstrate consensus regarding certain issues, the research is maturing, and experiments should be conducted to identify variables affecting the outcome, and to establish relationships between these. The fields of software evolution, software components, and software architecture have left their infancy but while some issues have been clarified, there is still much to explore. The research presented in this thesis falls into the relatively early exploration category, not being completely novel but still only outlining the problem itself. Gathering data from experience reports and case studies
in combination with studies of similar cases is therefore appropriate, and this is the methodology we have chosen.

When conducting this kind of research, one must be aware of the limitations of this approach. First, unwanted and even unknown factors, which cannot be avoided, affect the outcome. It is practically impossible to carry out the same project “in parallel” with “equivalent” people etc., so the researcher must consider why some factors affected the result more than others. Second, in case studies, the research hypothesis may have to evolve as the projects they study evolve – real projects are dynamic and must adjust to changing circumstances out of the control of the researcher, who cannot be sure exactly what type of observations to expect. Third, the research objective may be in conflict with business considerations if the economical conditions change. But case studies have certain advantages, which makes the methodology suited for investigating the presented questions. They permit the study of real industrial cases, complex and many-faceted as they are. This both enables the study of hypotheses in an industrial setting, necessary to validate the usefulness in practice of any research finding, and the identification of open issues. This provides the researcher with an understanding of a problem in a more holistic way, which forms an indispensable informal basis for argumentation and elaboration – even though this “understanding” is hard to quantify.

The author has been a participant in three industrial projects, serving as case studies or experience reports, in two of the case studies as an active member, and in one, as a discussion partner. To avoid the observations being subjective, other people have been involved, and the observations were then generalized by means of literature studies and discussions with academics. The three projects have resulted in five published papers, and the review process used at scientific conferences ensures a certain degree of confidence in the scientific soundness of the analyses.
1.3 Contribution

The present thesis contributes to a wider understanding of the nature of software evolution by introducing the notions of architecture and components. Our specific case studies contribute to the general understanding of the problem and are shown to support the hypothesis that the architectural approach to software evolution is beneficial, with the problem of software deterioration in mind and particularly addressing cost-efficiency.

The case studies have been described in five published papers, which are reprinted in full as chapters 4 through 8. The only changes made to the original publications are the following:

- All references have been collected in chapter 11 of the thesis.
- The layout has been modified to adhere to that of the rest of the thesis, including e.g. the positioning of figures and capitalization of headings. The numbering of headings and references (and the format of references) has been updated to make these chapters an integral part of the thesis.
- One incorrect figure text has been corrected (Figure 6).

The remainder of this section is divided into two parts: first, the contents and contribution of each of the case studies are described, and second (page 10ff), the research questions are revisited and answered.

System Redesign Case Study

This case study is based on the following paper (reprinted in chapter 4):

Improving Quality Attributes of a Complex System Through Architectural Analysis – A Case Study [103]


The case study describes how a part of a software information system had proven unstable. One system part consisting of a number of cooperating, distributed processes was difficult to
debug and test, and during runtime, manual intervention was often required to shut down erroneous processes. The case study describes a redesign approach including architectural evaluation and analysis. Extra-functional attributes of the system part, such as performance and maintainability, were evaluated to permit comparison between four different redesign alternatives.

**Integration Framework Case Study**

This case study is based on the following paper (reprinted in chapter 5):

*Information Organizer – A Comprehensive View on Reuse* [62]


The second case study describes a framework for integration of information systems. The framework builds on the idea of using existing systems as components in a larger, integrated system. Different systems typically handle different aspects of the same data, and the framework enables a uniform view of and access to the information residing in different applications, presenting the users with a consistent view of the data. The framework basically assumes nothing from the existing applications. With relatively little effort, the framework can be implemented in an organization and its existing systems integrated. To enable a tighter integration, as perceived by the users, more effort may be expended, for example in modifying or wrapping the existing systems, or short-cutting their database access.

This case study also discusses how a small company was able to build the framework with few resources thanks to extensive reuse of existing products and technologies (which can be seen as a form of integration).

**Systems Integration Case Study**

Different types of observations on the third case study were made in the following papers (reprinted in chapters 6 through 8):
In this case study, three systems that had been developed and used mainly in-house, were, after a company merger, found to have overlapping functionality and were identified as being suitable for integration. The three papers/chapters contain different types of observations of how a decision regarding an integration approach was reached. The first describes how four different integration approaches were discussed and how two of these (sharing data only, or integrating the source code) were more thoroughly evaluated and compared at the architectural level. This included analyzing how the architectural alternatives addressed a large number of stakeholder concerns. The second describes the process used in integrating the software systems and identifies certain challenges to this process. The third describes how a very lightweight analysis was used, relying heavily on the developers’ intuition (based on experience), using the IEEE standard 1471-2000’s focus on stakeholders’ concerns [76].

Since these chapters were originally published separately as conference papers there is a certain amount of overlap and duplication of the text and figures introducing the case study; the focus and conclusions differ however between the chapters. Our apologies to the readers for this inconvenience.
Our research questions were addressed in the papers as described in the following.

**Q1: How can the concepts of architecture and components be beneficially used to assess a software system’s properties during its evolution?**

This question was mainly investigated in the system redesign case study, as presented in chapter 4 and the systems integration case study as presented in chapter 6. When evolving a system, as well as when developing a new system, the most suitable of several alternative directions is that to be chosen. These two case studies show both how such alternatives can be developed on the basis of architectural descriptions of the existing systems, and how these can be evaluated and compared using limited resources. It is possible to apply a lightweight analysis on the architectural level to some properties, to be able to evaluate a larger number of stakeholder concerns and spend more time on the more important and/or uncertain properties of the system. We also analyze (in chapter 8) how the introduction of the IEEE standard 1471-2000 [76] was introduced into a systems integration project with measurable benefits at little cost.

There are also a number of characteristics of redesign and integration activities not present in new developments. First, the requirements are already there, at least to a considerable degree. Second, the existing implementation can provide invaluable information about good and less good design alternatives. Based on this knowledge, many of the components of the previous system(s) will be preserved, some will be changed somewhat, some will be totally removed, and some added. Some structural features may be preserved, while those considered insufficient are modified.

**Q2: Is it possible to beneficially use the concepts of architecture and components when integrating existing software systems, and how can this be done?**

Research question Q2 was investigated from two different points of view: from that of a framework manufacturer and from that of those performing an internal integration after a company merger.
First, integration of legacy applications into a framework was investigated in the integration framework case study, which is presented in chapter 5. It shows that it is possible to integrate existing systems without modifying them. The framework presents an opportunity to integrate systems even when source code is not available; all that needs to be known is some type of API, even if only in the form of command line arguments. To begin with, the user interfaces of the original systems are used, and the integration is on the data level. With more effort and information, it is possible to shortcut the database access and present a homogeneous user interface to the users.

Second, in the systems integration case study [105,107], as presented in chapters 6, 7, and 8, we describe an enterprise which, after a company merger, had three information systems with overlapping functionality. The systems were developed in-house and used mostly internally for the company core business, but were also installed on the premises of several customers. We describe how an architectural approach can be used to construct and evaluate different integration alternatives. This involves investigating the architectures of the existing systems and creating similar architectural descriptions, the components of which can then be reconfigured. It is shown that by using the IEEE standard 1471-2000 [76], it is possible to evaluate many concerns of several alternatives during a short time. We also describe the possibilities and implications of different integration alternatives; in particular we compare a data level integration with a full, code level integration.

Q3: How are architectural analyses and decisions related to organizational and business goals during system evolution?

This question is addressed mainly by the systems integration case study (chapters 6 through 8), where cost, time to delivery, and risk of implementation were the most decisive factors when choosing between two architectural alternatives for software integration. When building a new system, it is possible to estimate the effort required to build each component based on their respective estimated complexity, size, and similar. When integrating existing systems, these estimations of effort required must also take into account issues such as reuse, rewrite,
and new code. This will give a measure of the total implementation cost of the new system. To estimate the time of implementation, the dependencies between the activities involved and any possibility of executing them in parallel must be identified. This can be done on the basis of architectural descriptions of the systems to be built. When the resources available for implementation are not known beforehand, it is not possible to specify dates of deliveries, but an activity diagram can be prepared showing the required activities with their associated efforts and the dependencies between them.

The need to evaluate risk only became apparent at the end of the case study project, when management was to make its decision. This need had not been addressed and remains an important open issue for future study, how can the risk associated with different architectural alternatives be evaluated?

**Q4: How does the architecture of an existing system restrict or facilitate its evolution?**

This question is addressed by all three case studies, i.e. chapters 4 through 8. The evolution and integration of existing software are restricted by the technologies used in its development, and integration becomes additionally problematic due to the different technologies and languages used in different parts of the existing systems, bridged using customized solutions. If the changed requirements include improving extra-functional properties the existing architecture, as described by its architectural patterns, may be insufficient. And during integration, systems with different characteristics, including different architectures, must be merged. The databases used in information systems may be commercial or proprietary, and may range from relational databases to object-oriented databases to only a file structure. The data models in the systems are very likely different, even though they model the same business data. Under these circumstances, any integration attempt will be costly.

But while an existing architecture certainly restricts system evolution, it can also be utilized to facilitate evolution. In the system redesign case study (chapter 4) the existing architecture, although insufficient for the new requirements, could be used to demonstrate which concepts
worked well and which did not. In the systems integration case study (chapters 6 through 8) the three systems to be integrated represented three different architectural approaches, and it should be no surprise that the most modern architecture was considered to be technically preferable and was the obvious choice of the developers (although it was, for other reasons, discarded by the managers). The integration framework (chapter 5) provides certain integration possibilities if the systems to be integrated have certain architectural features: what type of database they use, what type of API they provide, in which environment they run (mainframe, PC, Unix, etc.).
2. TECHNOLOGY STATE OF THE ART

In this chapter, we take a look at the existing practice and research we build our work upon. We start by discussing what a component is, and continue with the structure of component assemblies – a system’s architecture. We will present definitions of architecture and discuss their implications, we will describe the somewhat different views of architecture in academia and in industry, present architectural documentation good practices, including the notion of architectural views and viewpoints (or viewtypes), Architecture Description Languages (ADLs), architectural analysis, and architectural styles and patterns.

But let us start with discussing what a software component really is – or rather, depending on whom you ask: what a component can be.

2.1 What Is a Component?

To be able to sort out how the term “component” is used in the present thesis it is necessary to present some uses of the term, and which of these we have adopted. In their introduction to an SEI technical report on Component-Based Software Engineering, Bachman et al discuss highlight the diverse uses of the “component” term by stating that “all software systems comprise components” and that the “phrase component-based system has about as much inherent meaning as ‘part-based whole’” [10]. However, they continue by discriminating components resulting from top-down design decomposition from components already available for composition. That is, the process of building a system from readily available components differs in many ways from the process of designing a system from scratch. Many large companies have moved from building complete hardware/software systems to acquiring standard hardware, and later also software such as operating systems [41], and the top-down approach to system development is no longer feasible. In the case studies of the present thesis, we mainly use components resulting from decomposition.

Let us anyhow discuss the idea of using available components when assembling systems. Components available in the market place are often called “off-the-shelf” (OTS) or
“commercial-off-the-shelf” (COTS) components. The expected benefits are that it is possible to build systems faster and cheaper while preserving or even increasing the quality of the system as compared to building the whole system in-house [43,66,179]. At the same time, the possibilities are restricted since one can only choose from available components. Some claim that a component presents 90% [142] of the desired functionality, and the developing organization then has to decide whether the additional 10% can justify a much higher cost and delayed release date. The market for commercial software components has increased during the nineties [191] but currently seem to decrease. Still, component-based development may occur in-house, e.g. through adopting a product line approach [33] (see also page 55f).

To make component-based development possible, there must be frameworks and environments describing the rules for composition as well as runtime support. For source code components, the framework is the programming language. With the emergence of component models such as CORBA [175], COM [23], Java 2 Enterprise Edition [131,153], and .NET [180] it has become possible to manufacture and use components as binaries (See e.g. [47] for a comparison of these). In this way, components become language-independent and may be used from any language or development environment supporting the component model. For example, one popular framework for composing graphical components is the language Visual Basic – or rather the product Visual Basic, which provides a user-friendly integrated development environment – but the components may be written in other languages as long as they are compiled and packaged as COM or .NET components.

Szyperski captures the notion of “component” described so far is in a commonly cited definition [179]:

A software component is a unit of composition with contractually specified interfaces and explicit context dependencies only. A software component can be deployed independently and is subject to composition by third party.
To enable a clear separation between components, which is required when they are deployed independently and composed by third party, the interface becomes crucial. A component user should not be required to understand how a component works, only how to use it. A component thus has to specify how it can be used, and this interface description is used as a contract between the component and the component user – it would make no sense to call it in any other way than what its interface specifies. This notion of interface as described in an interface definition language usually includes method signatures (method names, return types, and parameter names and types), but nothing more. It has been notified that this is not enough, since the accompanying documentation of the semantics of these methods may be incomplete or wrong. For example: the component’s requirements on the environment, its behavior in case of failure, and its performance under different circumstances are not specified; neither is the actual semantics of the methods specified. One typically has to rely on documentation in natural language and code examples. Current research on component interfaces includes formal semantic specifications [121], through contracts [135]. Garlan et al describe a case where the chosen components made different assumptions about their environment, assumptions were undocumented and so subtle that this was discovered the hard way, during integration, quadrupling the project’s time and schedule. The authors named this problem “architectural mismatch” [57]. Johnson writes that if “components make different assumptions [about its environment] then it is hard to use them together” [83].

With independent deployment, it has become possible to upgrade components without reinstalling the whole application. In this way, error corrections or performance improvements in a single component can easily be deployed into already installed systems. However, if the syntax or semantics of the call interface of the component is different from the previous version, applications using this component will likely fail, and in particular when several applications use the same component the problem easily becomes unmanageable – the “DLL hell”. These issues require structured approaches similar to classical configuration
management [109], and Microsoft’s .NET [180] addresses many issues that were problematic with its predecessor COM [23].

Let us now turn to the notion of component as a unit of decomposition rather than of composition. To be able to understand and manage a complex software system, it makes sense to separate related pieces of functionality into separate components. The requirements may be logically structured in a way that makes separation of functionality into components straightforward. Or internal functions identified to be similar may be separated into methods or components, possibly parameterized; for example, there may be library routines for sorting and converting internal data types. But there are other reasons as well for componentizing a system, of more organizational kinds. For example, clearly defined components enable distribution and even outsourcing of development efforts [120].

How can these two approaches, composition and decomposition, be integrated? It is obviously a challenge to combine the process of decomposing a system into manageable pieces and that of assembling useful components into a system. It is naïve to believe that the parts of a top-down decomposed system will be readily available. Development using components has to include iterations between architectural design to know approximately what components are needed and component search, evaluation, and selection [78]. In many cases, the use of certain types of components such as operating systems and databases is more or less required initially, due to the enormous effort involved in developing this functionality. For other types of components, there is a gray zone: if a component does not provide all the required functionality or is unstable, the same effort saved by acquiring rather than developing a piece of functionality may be spent on working around flaws and adding the missing functionality in an awkward way.

Whether we think of source code or binary components, and independent of whether our approach to software development is top-down decomposition or bottom-up composition, components are not used in isolation. The components interact and form a structure, which to
a certain extent determines the system’s properties. This structure is usually called the system’s architecture.

2.2 Software Architecture

Today’s notion of software architecture goes back to the early seventies, manifested by e.g. Dijkstra’s description of the “THE” system [48], Parnas’ “Criteria To Be Used in Decomposing Systems into Modules” [144] and Brooks mentioning a system’s “architecture” [27]. Information hiding and similar ideas paved the path for object-orientation, and later binary software components. The large-scale structure itself was given attention during the first half of the nineties, when the importance of software architecture was recognized and gained momentum [2,46,59,148,173]. During this time, Rapide was developed, possibly the first architectural language [117]. Kruchten identified the need of describing the structure of software from several different points of view [98]. There was a special issue on Software Architecture in the IEEE Transactions on Software Engineering journal [75] and books began to be published [28,174].

This increasing academic interest reflects what happened in the software industry at the same time. Systems grew and became larger and larger. Object-orientation became popular and the need for object-oriented analysis and design methods was addressed by e.g. the Booch, Objectory, and OMT methods [18,77,155]. Recent trends include Internet technologies and web applications typically implemented with a three-tiered architecture using .NET [180] or J2EE [131,153].

In the following, we will look at how software architecture “serves as an important communication, reasoning, analysis, and growth tool for systems” [12]. This includes issues such as how to notate an architecture in text or using a graphical representation, informal and formal analysis methods, architecture’s role in a life cycle context, and more. But let us first try and understand what software architecture really is.
Definitions

There is an abundance of definitions of software architecture around. The Software Engineering Institute (SEI) maintains a list of definitions [164], but we will not repeat them all. We will content ourselves with quoting two of the arguably most cited and well known and discuss their implications. The arguably most commonly quoted definition was given by Bass et al [13]:

The software architecture of a program or computing system is the structure or structures of the system, which comprise software elements, the externally visible properties of those elements, and the relationships among them.

To be correct, the most commonly quoted definition is that of the first edition of the book, which reads “components” instead of “elements” [12]. This change reflects that architecture does not only deal with “components” in the compositional sense described in the previous section.

We can note several implications of this definition. First, a system has not only one structure but several, “superimposed one upon another” [27]. You can e.g. consider the source code files and their dependencies as one structure, and the runtime processes and their interactions another. This feature of architecture is captured by the concept of architectural views (see section 2.3). Second, the properties of interest of the components are those that are externally visible, which is its interface (in a broad sense). However, it is a great challenge, partly addressed by the present thesis, to decide which properties that can indeed be ignored and only need to be dealt with later. Third, every software system has an architecture according to this definition, because you can always view a system as a set of related components, however messy the structure you perceive the architecture to be.

There are many definitions on the same theme, describing structures of components. But let us also consider the definition given by Perry and Wolf in 1992, which is of a somewhat different kind but also commonly quoted [148]:
Software Architecture = \{\text{Elements, Form, Rationale}\}

In context, this compressed formula expresses that elements refer to what is now usually called components, form is structure, and rationale refers to “the motivation for the choice of architectural style, the choice of elements, and the form”. This definition (and some more) considers the rationale for choosing one solution or another part of the architecture itself, while the definition by Bass et al only considers the structure, as objectively observable in a system. This is not a mere academic difference, but have practical consequences. For example, which is the most accurate architectural description: the box-and-line documentation describing the basic design decisions or the code itself (or a diagram of interdependencies extracted from code)? Is it possible to re-engineer a piece of software to find its architecture? Carmichael et al “compare the extracted structure to that which was intended by the designers of the system” and discuss the limited value of visualizing code structure if expecting to find the intended design [30,157]. The difference between these definitions (and others) can be explained by a slight difference in focus: from a development or maintenance point of view, the fundamental design choices must be understood, but when working with technologies and techniques, the reason to use a particular technology is not an issue for the technology itself. These definitions thus reflect a difference in scope rather than ignorance or fundamentally different opinions. We could even broaden the scope more: as described above, enterprise architecture describes the structure of software in the context of an organization.

One thing that is not directly apparent from the definitions as presented here, but from the context of these quotations, is that not only components (or elements), i.e. the boxes in a graphical architecture description, are treated as first-class entities, but also connecting elements or connectors (the lines). With “elements”, Perry and Wolf include “processing elements”, “data elements”, and “connecting elements” [148], and with “structure” and “relationships”, Bass et al include “connectors” [13].
Software Architecture in Industry

The focus in texts by industry practitioners is not so much on the structure of the software itself, or evaluation techniques, as on specific technologies on one hand and the business and organizational context on the other. Significant for the industrial view is the focus is on the architect as a person or a profession, rather than on the architecture as the structure of a software system. It is people rather than technology, techniques, and processes that will enable the building of large software systems [172]. The World-Wide Institute of Software Architects (WWISA) is a nonprofit organization founded to “accelerate the establishment of the profession of software architecture and to provide information and services to software architects and their clients” [194]. In 2002 WWISA had “over 1,500 members in over 50 countries” [172]. One book in the “Software Architecture Series” co-sponsored by WWISA [49,123,172] accordingly has the title “The Software Architect’s Profession” [172]. These authors’ view of the profession, “the architect is the catalyst whose feet are planted firmly in two worlds: the clients’ and the builders’”, reminds of Brooks’ [27]. This notion of architecture denotes the structure of a system as perceived by the users [27] (or the “inhabitants” [172]) rather than the internal structure.

Here it is also appropriate to briefly discuss approaches to “enterprise architectures”. There is a correlation between the structure of an organization and that of its software. The “Zachman Framework for Enterprise Architecture”, promoted by the Zachman Institute for Framework Advancement (ZIFA) [198], is a framework within which a whole enterprise is modeled. This is done in two dimensions: the first describing its data, its people, its functions, its network, and more, and the other dimension specifying views of different detail [195,198]. Another enterprise information systems framework is “The Open Group Architectural Framework” (TOGAF) [139]. These frameworks thus in a way encompass more than the academic definitions, in that e.g. people and business goals are included. At the same time, they include less, in that the software modeled as part of the framework are software used for running an enterprise. Software products such as e.g. process control or embedded software is not
included, although these products also have architectures – i.e. when software architecture is discussed as a technology, as the definitions above and the present thesis do.

The IEEE standard 1471-2000, “Recommended Practice for Architectural Description of Software-Intensive Systems” [76], aimed at practitioners in industry, adopts the notion of architecture being:

The fundamental organization of a system embodied in its components, their relationships to each other, and to the environment, and the principles guiding its design and evolution.

We can note several things from this definition. First, it reminds of the definition by Bass et al [13] in that it talks about components and their relationships to each other and to the environment. Second, it embraces the idea of the rationale behind design choices being part of the architecture. Third, it is particularly aimed at being used in software system evolution.

The recommended practice contains a framework of concepts but does not mandate any particular architecture description language or set of viewpoints to use. Rather, the emphasis is on documenting the rationale for the choices made. Guidelines for how to make decisions are also provided, and these are in essence very simple: every choice must address the concerns of a stakeholder. These concepts are even defined in the standard, along with definitions of “architecture” and “views”: a stakeholder is “an individual, team, or organization (or classes thereof) with interests in, or concerns relative to, a system”, and a concern are described as such:

Each stakeholder typically has interests in, or concerns relative to, that system. Concerns are those interests which pertain to the system’s development, its operation or any other aspects that are critical or otherwise important to one or more stakeholders. Concerns include system considerations such as performance, reliability, security, distribution, and evolvability.
This focus on addressing stakeholders’ concerns implies that nothing should be done that does not address a real concern of a stakeholder, and this ensures that the efforts are concentrated on the most productive activities.

**Architecture in a Lifecycle Context**

“Software architecture” is traditionally associated with the earliest design phase, occurring before “detailed design”. But this has changed, and many sources now involve architecture in more phases: “the role of the software architecture in all phases of software development is more explicitly recognized. Whereas initially software architecture was primarily associated with the architecture design phase, we now see that the software architecture is treated explicitly during development, product derivation in product lines, at runtime, and during system evolution. Software architecture as an artifact has been decoupled from a particular lifecycle phase.” [21] According to IEEE 1471-2000, “architecting contributes to the development, operation, and maintenance of a system from its initial concept until its retirement from use. As such, architecting is best understood in a life cycle context, not simply as a single activity at one point in that life cycle.” [76]. There are suggestions that project management has much to gain from being “architecture-centric” [146], and reports that during experimental prototyping and evolutionary development “explicit focus on software architecture in these phases was an important key to success” [31]. The product and the process affect each other, and the product’s architecture is the artifact that bridges the gap between them. For example, resource planning cannot accurately be done unless there is an architecture to base the work division on, but the scope of the product and resources available are important when its architecture is being developed. One of the six “Industry-Proven Best Practices” the Rational Unified Process (RUP) builds on is the use of component architectures [99]. On the other hand, in agile methodologies such as eXtreme Programming (XP) [14,15] the architecture is not designed or documented as such beforehand, due to the assumption that requirements will change during development and the design will need to change accordingly.
But architectural issues are included in the methodology: the code is to be constantly refactored [54] to ensure the system always has a feasible architecture.

### 2.3 Architectural Documentation

Producing accurate documentation that is used in practice and continuously keeping it up to date are always challenges in the software industry. Literature on architectural documentation usually avoids these issues and instead focuses on good practices for architectural documentation.

The uses of architectural documentation are many. First, an architectural description serves as a communication tool between stakeholders of the system [13,35]. An architectural description describes a system at a high level understandable by e.g. as managers, customers, and users, as other artifacts such as source code or test cases are not. A system’s possibilities – and limitations – can be explained to these stakeholders. Second, architectural descriptions can be analyzed before a system is built [13,32,34,86,88,89]. This makes it possible to compare several alternative architectures beforehand. Third, by describing several systems at a high level, common patterns or styles are discernible. In this way, it becomes possible to describe patterns [28,55,159] with known properties, which can be used when designing or evolving other systems [34,76,174].

Considering the various existing graphical notations for capturing different aspects of software systems, it seems as visual representations are intuitively appealing to humans. Usually, the high-level structure of a software system is thought of as a box-and-line diagram. But graphical descriptions of a system’s architecture tend to be ambiguous [13,34]. There may be plenty of boxes and arrows, but it may be less clear what they mean exactly. Is a box a design-time entity or a runtime entity? Not least the lines tend to be of many kinds. Does a line represent a static or a dynamic relationship? What type of relationship – uses, sends message to, inherits from, etc.? What does an arrowhead mean? Sometimes the difference between two types of connectors is not obvious at first. One common example is the difference between control flow and data flow; sometimes only one or the other occurs,
sometimes they coincide, and sometimes they are directed at the opposite directions (e.g. an asynchronous request for data). In architectural documentation, it is important to provide a key to the graphical notation, or if possible use a standardized language [35] (such languages are described in section 2.4).

It has also been repeatedly emphasized that the rationale for the choices made should be documented [35, 76]. By understanding the choices made maintainers will arguably be able to perform changes efficient and without violating the conceptual integrity of the system [24, 110]. Also, by documenting the assumptions for certain choices, it is possible to re-evaluate the existing architecture as soon as these assumptions change.

**Views**

Other engineering products, such as integrated circuits, buildings, or cities are represented differently depending on the purpose. For example, a city map\(^4\) may use different colors to denote parks, buildings, and industry areas, but another map of the exactly same city contains only straight colored lines with dots evenly spread. Each type of map is an abstraction of the reality, emphasizing different aspects while ignoring others, designed to address different needs: those of tourists or subway commuters. No abstractions reflect the full richness of reality, and no single abstraction can therefore be used for all purposes. For a single piece of software, it is obvious that its source code structure may differ completely from e.g. its interaction patterns during runtime, and it makes sense to design, analyze, and document both. With the words of Brooks: “As soon as we attempt to diagram software structure, we find it to constitute not one, but several, general directed graphs, superimposed one upon another” [27]. In architectural documentation and design, this has given rise to concept of *views*, a term

\[^3\] As we saw earlier, some argue that rationale is indeed an integral part of an architecture. See page 20.

\[^4\] The most common analogy used for software architecture is that of building construction, which some authors claim to be “perfect, profound” [172], while others find the metaphor “tired” [35].
being defined by the IEEE 1471-2000 [76] as being a “representation of a whole system from
the perspective of a related set of concerns”.

Such views are typically visualized graphically as a box-and-lines drawing, with different
types of boxes and lines in different views. For example, in a runtime view of an object-
oriented system, we may have the component type “object” and the connector type “message”
to our disposal while a design-time view might include “classes” and “inheritance”. See
Figure 1. There are research on how to enable formal reasoning around how the components
of different views are correlated [67,196] (see also discussion on UML on page 32).

The language used can have a stronger or weaker syntax and semantics; it is not uncommon
in practice to not use an established notation but rely completely on intuition for
interpretation; it is also common to mix components and relationships that should belong to
different views, making the descriptions unnecessarily ambiguous. Such a description can be
useful for informal discussions or overviews of a system, but should not be documented for
the future – it will most surely be misunderstood and should not be seen as a substitution for
more detailed descriptions in separate views [35]. In Figure 1 we have adhered to UML
[19,183]; there is a class diagram to the left and a collaboration diagram to the right5.

A particular system is described in different views, but when discussing systems in general
the concepts of viewpoints [76] or viewtypes [35] can be used to denote a template from which
a view is instantiated, or a language in which the particular system is described – “a
viewpoint is to a view as a class is to an object” [76]. IEEE 1471-2000 defines “viewpoint” as
follows [76]:

__________________________________________________________________________

5 What is usually called views in architectural terminology is called diagrams in UML.
A specification of the conventions for constructing and using a view. A pattern or template from which to develop individual views by establishing the purposes and audience for a view and the techniques for its creation and analysis.

This notion is not widely spread, and especially in early architectural literature the terms are not separated, and in some contexts we would today rather use the terms viewpoint or viewtype instead of view.

Various authors have suggested complementary views, the most known (and the earliest) perhaps being Kruchten’s 4+1 views, where a logical view, a process view, a physical view, and a development view are complemented and interconnected with a use case view [98]. Hofmeister et al suggest four similar views: a conceptual view, an execution view, a module view, and a code view [71]. Buschmann et al list two different sets of four views, one coinciding with the one given by Hofmeister et al and the other, now called “architectures”, with Kruchten’s four views, not including the use case view [28]. Other authors have suggested that four views are not sufficient and have described additional views perceived useful in at least some cases, such as an architectonic viewpoint [122] and a build-time view [181]. Recent approaches to views recognize the fact that “no fixed set of views is appropriate...
for every system” [35]. Clements et al provide broad guidelines and classify views in three
viewtypes [35]. IEEE 1471-2000 does not list any views other than to exemplify; instead it
specifies what is required of a view: it must document which stakeholders and which
concerns it addresses, and the rationale for choosing it [76].

2.4 Architecture Description Languages

As we have seen, architectures can be described roughly as a set of components connected by
connectors. Depending on the application domain and the view, the descriptions can contain
other entities as well. A number of formal languages have been developed to allow for formal
and unambiguous descriptions. Such an Architecture Description Language (ADL) usually
builds on a textual representation, which is easily visualized graphically (see e.g. Figure 3 on
page 31).

An ADL defines the basic elements to be used in an architectural description. Different ADLs
are designed to meet slightly different criteria, and have somewhat different underlying
concepts. An ADL specifies a well-defined syntax and some semantics, making it possible to
combine the elements into meaningful structures. The advantages of describing an
architecture using a formal ADL are several:

• Some formal analyses can be performed, such as checking whether an architectural
description is consistent and complete\(^6\).

• The architectural design can be unambiguously understood and communicated between
the participants of a software project.

\(^6\) Allen provides a good explanation of these notions: “Informally, consistency means that the
description makes sense; that different parts of the description do not contradict each other.
Completeness is the property that a description contains enough information to perform an analysis;
that the description does not omit details necessary to show a certain fact or to make a guarantee.
Thus, completeness is with respect to a particular analysis or property.” [7]
One may also hope for a means to bridge the gap between architectural design and program code by transformation of a formal architectural description to a programming language, or the opposite.

The rest of this chapter describes the basic characteristics of some ADLs briefly.

**Rapide, UniCon, Aesop, Wright**

The *Rapide* language [117], developed at Stanford University builds on the notion of partial ordered sets. It is both an architecture description language and an executable programming or simulation language. A number of supporting tools have been built, e.g. for performing static analysis and for simulation.

*UniCon* [174], developed at Carnegie Mellon University, is “an architectural-description language intended to aid designers in defining software architectures in terms of abstractions that they find useful”. UniCon is designed to make “a smooth transition to code” [174], through a very generous type mechanism: components and connectors can be of types that are built-in in a programming language (e.g. function call), or be of more complex types, user-defined as code templates, code generators or informal guidelines.

*Aesop* [56], also developed at Carnegie Mellon University, is addressing the problem of style reuse. With Aesop, it is possible to define styles and use them when constructing an actual system. Aesop provides a generic toolkit and communication infrastructure that users can customize with architectural style descriptions and a set of tools that they would like to use for architectural analysis. Tools that have been integrated with Aesop styles include: cycle detectors, type consistency verifiers, formal communication protocol analyzers, C-code generators, compilers, structured language editors, and rate-monotonic analysis tools.

*Wright* [7], also developed at Carnegie Mellon University, is a formal language including the following elements: *components with ports, connectors with roles*, and *glue* to attach roles to ports. Architectural styles can be formalized in the language with predicates, thus allowing for static checks to determine the consistency and completeness of an architecture.
ACME and ADML

*Acme* [58], developed by a team at Carnegie Mellon University, can be seen as a second-generation ADL, in that its intention is to identify a kind of least common denominator for ADLs. It is thus not designed to be a new or competing language, but rather to be an interchange format between other languages and tools, and also allow for use of general tools. One could devise one tool searching for illegal cycles, and use it for descriptions in any ADLs, as long as there exist translation functionality between that ADL and Acme. Acme defines 7 basic element types: components, connectors, systems, ports, roles, representations, and rep-maps (representation maps). See Figure 2 for a description of the five most important (figure slightly modified version from [58]). Acme’s textual representation of a small architecture is found in Figure 3 (after [58]).

As was implied above, the success of Acme is highly dependent on the existence of tools and translators. The research team at SEI behind Acme has constructed the graphical architectural editor AcmeStudio. Translators between UniCon, Aesop, Wright, and Rapide have also been constructed [58]. However, voices doubting Acme’s universality can also be heard, stating that “its growth into an all-encompassing mediating service never has taken place […] Acme should probably be considered as a separate architecture description language altogether” [45].

The Open Group found room for improvement of Acme and have defined the *Architecture Description Markup Language* (ADML): “ADML adds to ACME a standardized representation (parsable by ordinary XML parsers), the ability to define links to objects outside the architecture (such as rationale, designs, components, etc.), straightforward ability to interface with commercial repositories, and transparent extensibility” [141].
Figure 2. Elements of an Acme description.

System simple_cs = {
    Component client = { Port sendRequest }
    Component server = { Port receiveRequest }
    Connector rpc = { Roles {caller, callee} }
    Attachments : {
        client.sendRequest to rpc.caller ;
        server.receiveRequest to rpc.callee
    }
}

Figure 3. An Acme description of a small architecture.

Industrial ADLs

As an example of an industrial ADL, let us briefly present Koala from Philips. Koala is a component model and architecture description language used to develop consumer products such as televisions, video recorders, CD and DVD players [188,189]. Koala deals with source code components with not only “provides” interfaces (the ordinary API) but also explicit “requires” interfaces (what the component requires from its environment), similar to input and
output “ports” in Acme. While being an ADL used for modeling, Koala involves source code generation and is also a runtime component model.

The Fundamental Modeling Concepts (FMC) [65,90,91] is “primarily a consistent and coherent way to think and talk about dynamic systems” [65], but also comes with “a universal notation originating from existing standards [which] is defined to visualize the structures and to communicate in a coherent way” [65]. Its main focus is on human comprehension and separates conceptual structures from implementation structures. It is based on theoretical foundations such as Petri nets, and contains three distinct types of structures: compositional structures, dynamic structures (behavior), and value structures (data). FMC can be seen as an Architectural Description Language for describing the runtime view of a system. FMC has successfully been applied to real-life systems in practice at SAP, Siemens, Alcatel and other companies. It has also been used in a research project to examine, model, and document the Apache web server [61,64].

We should also discuss UML (Unified Modeling Language), the current de facto-standard for object-oriented design and modeling [19,71,183], but parts of it are also used for modeling non-object-oriented software as well as for systems engineering. UML has adopted the notion of modeling in several viewpoints, although in UML views are called “diagrams”; there are class diagrams, object diagrams, statechart diagrams, sequence diagrams, deployment diagrams, etc. In each diagram there are different components such as processes, nodes, etc. Can UML be used for architectural modeling? Is UML an ADL? There are different answers to this question, depending on whom you ask and what their criteria for an ADL are [36]. Some argue that since UML is de facto used in industry to model architectures, UML is an ADL [93,97]. Others argue that UML lacks many features a fully-fledged ADL would have: “UML lacks direct support for modeling and exploiting architectural styles, explicit software connectors, and local and global architectural constraints” [124]. The confusion that may arise from using the same notation for different levels of abstraction has also been pointed out [70]. UML is not primarily intended to be an ADL, and “if the primary purpose of a language is to
provide a vehicle of expression that matches the intuitions and practices of users, then that
language should aspire to reflect those intentions and practices” [126]. UML can be extended
to incorporate ADL characteristics, for example by extending existing diagram types [156].
UML has also been subject to research on how architectural views can be correlated. There
are e.g. approaches to defining the semantic correlations between entities in different UML
diagrams [196] and to combine elements of different diagram types into more expressive
diagram types [67].

The big advantage of UML seems to be that it is widely used and understood, and depending
on the context, it may be a good or bad choice; Hofmeister et al chose UML to describe
software architectures, with the motivation that although “some of our architecture concepts
are not directly supported by existing UML elements […] the benefits to be gained by using a
standardized, well-understood notation outweigh the drawbacks” [71]. Medvidovic et al are
along the same line: “using UML has the benefits of leveraging mainstream tools, skills, and
processes” [124].

UML models are defined by meta models, which in turn are defined by meta-meta models.
The meta model level defines the language of models, i.e. meta models define legal UML
specifications (e.g. connections between classes). This architecture of the language allows
users to define new constructs. The idea of using the meta model level for extending UML
with architectural constructs has been investigated by Medvidovic et al [124], who also
investigated the possibility of constraining UML with its built in constraint language, OCL
(Object Constraint Language) [19]; this would enable existing UML tools to without
modification work with architectural models. Their conclusion was that, whichever strategy
chosen “adapting UML to address architectural concerns seems to require reasonable effort,
to be a useful complement to ADLs (and, potentially, their analysis tools), and to be a
practical step toward mainstream architectural modeling” [124].

The specification of UML 2.0 was recently officially adopted [140]. Some of the new
language features are of particular interest for the present thesis. “A first-class extension
mechanism [which] allows modelers to add their own metaclasses” [140] could possibly allow for architectural extensions in line with the suggestions of Medvidovic et al [124]. There is “built-in support for component-based development to ease modeling of applications realized in Enterprise JavaBeans, CORBA components or COM+” [140]. There is also “support for run-time architectures [which] allows modeling of object and data flow among different parts of a system” [140]. How well UML 2.0 is received by the architectural community, and to what extent UML 2.0 will be used in practice to model software architecture remain to be seen.

**Other ADLs**

These were only examples of languages aspiring to be ADLs. There are numerous others with more or less exotic names such as ArTek, C2, CODE, ControlH, Demeter, FR, Gestalt, LILEAnna, MetaH, Modechart, RESOLVE, SADL, and Weaves; see e.g. [126,163,165] for further references.

**2.5 Architectural Analysis**

Given an architectural description, it becomes possible to analyze it. The purpose of the analysis may be e.g. to evaluate whether the design is good enough before implementing it, to compare different alternative architectures, or to estimate the impact of a planned change to an existing system. The approach to the analysis depends on its purpose; given a description in a formal ADL it is possible to analyze it statically for consistency and completeness, it may also be possible to execute or simulate it [6,7,117]. Another approach is to use stakeholder-generated scenarios to analyze what happens in certain scenarios; extra-functional attributes such as maintainability are typical candidates for this type of analysis. This section will describe informal analysis methods.

An important observation reported from case studies with informal analysis, apart from the actual evaluation results, is the effect the analysis process has on people. These are explicitly said to be both technical and social [12,88,89]. The analysis “acts as a catalyzing activity on an organization”, in the meaning that “participants end up with a better understanding of the
architecture” and generates “deeper insights into the trade-offs that are implicit in the architecture” [12], simply because the issue is brought to attention. The importance of letting everybody involved influence the choices made is emphasized [12,19,20,88,89], which in itself is an important step forward to create quality software.

None of these analysis methods are designed for any specific quality attributes or software metrics, but rather to serve as a framework leading the analyst to focus on the right questions at the right time. Any quality attribute can be analyzed with these methods; examples are modifiability [88,102], cost [89,102], availability [89], and performance [87,102]. If anything, SAAM is biased towards evaluating maintainability.

**SAAM**

The *Software Architecture Analysis Method* (SAAM) uses scenarios to evaluate quality properties of an architecture [12,34,86]. Scenarios are developed by different stakeholders as illustrations of likely or important possible future events affecting the system. These scenarios are then “executed”, meaning that their impact on the system when they occur is assessed. Different scenarios are used to estimate different properties; so can e.g. the scenario “the user presses the ‘start’ button” address performance by tracing which components need to be involved, how much database or network access etc. A scenario like “the commercial database used is exchanged for a competitor” addresses maintainability: if many components are affected, the database upgrade will likely be difficult and expensive.

SAAM cannot give any absolute measurements on quality properties, but should rather be used to compare candidate architectures. The results are of the sort “system X is more maintainable than system Y with respect to change scenarios A, B, and C, but less maintainable with respect to scenarios D and E; X has higher performance in scenarios F but lower in scenario G and H”. These results thus form a basis for project decisions where priorities as short-term and long-term costs, time-to-market, and future reusability are weighed against each other. To be able to compare architectures, they must be described in a consistent and understandable way – thus some sort of ADL must form the basis of the
analysis. For the outcome of the analysis to be reliable, it is crucial that the selected scenarios are indeed representative for actual future scenarios. SAAM therefore emphasizes the participation of all stakeholders of the system, i.e. project managers, users, developers etc.

A tool prototype for aiding in SAAM analysis (as well as aiding in documenting architecture in general), “SAAMtool”, has been built [85].

**ATAM**

The *Architecture Tradeoff Analysis Method* (ATAM) also builds on scenarios generated by stakeholders [34,89]. Here, the importance of making tradeoffs has been noticed, i.e. the decision needed to choose between alternative architectures to arrive at a set of properties that are acceptable. It is naïve to believe that architectural design aims at finding *the* architecture, meaning the cheapest to build and the most resource-effective and the most portable and the most reusable:

> It is obvious that one cannot maximize all quality attributes. This is the case in any engineering discipline. [...] The strongest bridge is not the lightest, quickest to erect, or cheapest. The fastest, best-handling car doesn’t carry large amounts of cargo and is not fuel efficient. The best-tasting dessert is never the lowest in calories. [12]

Many such quality attributes are correlated to some extent with each other, meaning that improving one often improves another – or deteriorates it. For example, optimizing performance often makes the program less easy to understand and maintain. The engineering approach is thus to try and find an *acceptable* tradeoff, considering not only the technical aspects of the software, but include all related concerns such as management and financial issues. ATAM supports projects when discussing the system and agreeing upon an acceptable tradeoff by introducing the notion of *tradeoff points*:

> Once the architectural sensitivity points have been determined, finding tradeoff points is simply the identification of architectural elements to which multiple attributes are sensitive. For example, the performance of a client-server architecture might be highly
sensitive to the number of servers (performance increases, within some range, by increasing the number of servers). The availability of that architecture might also vary directly with the number of servers. However, the security of the system might vary inversely with the number of servers (because the system contains more potential points of attack). The number of servers, then, is a tradeoff point with respect to this architecture. It is an element, potentially one of many, where architectural tradeoffs will be made, consciously or unconsciously. [89]

The ATAM is somewhat more detailed than SAAM and defines nine steps. It requires business drivers and quality attributes to be well specified in advance as well as detailed architectural descriptions to be available. In some contexts, ATAM is a good choice, but in other types of projects of more exploratory kind, it may be unfeasible.

**ARID and QASAR**

The *Active Reviews for Intermediate Designs* method (ARID) [34] builds on *Active Design Reviews* (ADR) and incorporates the idea of scenarios from SAAM and ATAM. It is intended to be a formal review procedure involving several stakeholders for evaluating partial architectural descriptions. The *quality attribute-oriented software architecture* design method (QASAR) puts architectural analysis and evaluation in an iterative development context [20]. According to this methodology, one should first design an architecture that fulfills the functional requirements and then refine the architecture until the quality attributes are satisfactory.

**Clustering Techniques**

We can also mention clustering techniques. Cluster analysis means grouping entities together in clusters, based on a notion of similarity so that intra-cluster similarity or cohesion is high and inter-cluster coupling is low. Clustering is used in as different areas as e.g. studies of galaxies, chip design, economics, statistics, classification of species, and business area analysis [118,193].
In the software domain, coupling and cohesion are believed to impact extra-functional attributes such as maintainability, flexibility, portability, and reusability [13]. By considering a collection of software components a cluster at an appropriate level of abstraction, it is therefore possible to reason about different properties of the particular division of components into clusters. Clusters may be defined differently to achieve different goals. If clusters denote source code modules, and procedures are considered components, it is possible to organize a system so that procedures e.g. sharing resources are collected into cohesive modules [160]. If clusters denote nodes in a network, it is possible to e.g. increase computing parallelism by maximizing the cohesion inside a cluster and minimize the coupling between the clusters, i.e. maximizing the number of connections between components within a single cluster and minimize the number of inter-cluster component dependencies [130]. These approaches are used to reorganize existing systems, where there are dependencies that were maybe not anticipated in the design. They therefore serve as tools for evolution of an existing system rather than during architectural design prior to system implementation.

One challenge when designing cluster algorithms is how to define what “similarity” means, another is to decide whether one searches for the optimal solution or only one that is “good enough” [160,193]. Yet another challenge is to find a level at which to try and find a suitable solution: the most cohesive cluster is the one with all components inside it [193].

2.6 Architectural Styles and Patterns

As software systems have been built and used over the years, certain ways of solving recurring problems have been repeatedly tried and proven to be “good”. Such solutions have been generalized and made public in form of patterns or styles\(^7\), and given names such as “model-view-controller”, “publisher-subscriber”, and “client-server”. We can note that there are patterns for all levels of abstraction; Buschmann et al divide patterns into three levels:

\(^7\) The terms “pattern” and “style” are often used interchangeably; the present thesis will not distinguish between these terms or elaborate upon possible differences.
architectural patterns, design patterns, and code-level idioms [28]. Patterns are described according to a three-part schema consisting of a problem within a context, and a solution [28,55,159]. Attempts have been made to formalize what constitutes a pattern in a formal language [2], but so far the great impact of patterns have been at the level of increasing the knowledge of developers and architects.

There are several benefits of patterns. First, the solution is proven to be a good technical solution for a certain type of problem. Instead of spending time inventing something, one can immediately adopt a pattern that most likely is better than any new invention. Second, patterns form a common vocabulary among developers, so other developers will immediately grasp the basic idea when a system is said to conform to a certain pattern.

A style typically addresses specific problems, often quality-related:

When we have models of quality attributes that we believe in, we can annotate architectural styles with their prototypical behavior with respect to quality attributes. We can then talk about performance styles (such as priority-based preemptive scheduling) or modifiability styles (such as layering) or reliability styles (such as analytic redundancy) and then discuss the ways in which these styles can be composed. [12]

Some styles found in literature are explained briefly below. We have listed styles discussed in existing literature, even though it can be argued that some of these rather are e.g. lower-level “techniques” (object-orientation) It may also be noted that some styles emphasize static structure while others are useful to describe the dynamic behavior of a system.

With an object-oriented architecture, the focus is on the different items in the system, modeled as objects, classes etc. Object-orientation as an architectural style is discussed in literature [12,20,174], but it can be argued whether object-orientation is an architectural style or belongs to lower levels of design.
In a pipe-and-filter system the data flow in the system is in focus [12,35,173,174,190]. There are a number of computational components, where output from one component forms the input to the next. This style could be implemented e.g. as Unix processes and pipes, threads with shared buffers, or a main function calling sub functions (filters) in a certain order (the pipes are implemented as parameters to these functions). This is a suitable style when likely maintenance tasks can be expressed as reconfigurations of filters; depending on the implementation it may also be possible to allow users to reconfigure filters. This style fits a program that can be expressed as analyzing and formatting text or data (for example, compilers are often described as pipe-and-filter systems [4,174]), but does not express user interaction or data storage.

A blackboard (or repository) architecture draws the attention to the data in the system [12,173,174,190]. There is a central data store, the blackboard, and agents writing and reading data. The agents may be implicitly invoked when data changes, or explicitly by some sort of external action such as a user command. A database can easily be described by the blackboard architectural style, where the blackboard itself of course is the data in the database. Examples of agents are client applications, database triggers (small pieces of program code that are executed automatically when data changes), and administration tools.

In a client-server architecture [12,20,171,173,174,190], the system is organized as a number of clients issuing requests to a server, which acts and responds accordingly. Although client-server is often thought of in terms of hardware, it is possible to implement a system completely in software running locally organized as clients accessing a server. The rationale of organizing processes in a system in this manner is that the server represents a resource that can or must be utilized by several clients. In a hardware client-server system the resource is typically file storage, a database, a printer, high computing power, or the ability of performing a specific service (such as sending email). What further distinguishes the client-server style from arbitrary communication is that clients are typically not aware of each other, can connect
and disconnect dynamically, and all activities are initiated on request from a client, not the server.

With a layered (or onion) architecture, focus is laid on the different abstraction levels in a system, such as the software in a personal computer [12,20,173,174,190]. It is typically visualized as a stack of boxes or a number of concentric circles. The layered style appears in design time and reveals how source code modules depend on each other. The layers imply how the modules, or layers if you want, are supposed to use each other, and the fundamental interpretation is that any layer can use the layer underneath it, although there is room for many variants [35]. By separating different levels of concerns, the layered style facilitates maintenance. For example, a portability layer may be introduced at the bottom, abstracting away the hardware and software platforms underneath it.

A close relative of the client-server style and the layered style is the n-tier architectural style [13,35,170]. The tiers of this style are organized as a stack of components interacting in a client-server manner. The n-tier style can also be confused with the layered style: both the layered style and the n-tier style divide a piece of software into different logical parts that are “ordered”. But while layers are foremost a design time artifact (and may be compiled into one executable), tiers are easily discernible in runtime, as the different tiers typically execute on different computers, and the connection between them are made in runtime (typically as different types of network connections). The n-tier style is the common paradigm in information systems, not least those based on the Internet. There is data and end user client applications, and in a three-tier architecture there is a mediating component in between. The computing, storage, and networking capacity can be individually adjusted at each tier to maximize system performance; the system can also be adapted to take hardware limitations into account such as low network bandwidth to the clients. Three-tier architectures are believed to be maintainable, scalable, reusable, and reliable [170].

Software systems often control physical processes. There are a number of software paradigms for process control [174,190]. The significant properties are that the software takes its input
from sensors (such as a flow sensor), and perform control actions (such as closing a valve). The control loop may be of feedback or feed-forward type.

**Heterogeneous Architectural styles**

Patterns or styles at the architectural level are more about concepts than about implementation, and a very important use is to promote understanding and communication among humans. For many systems it is therefore appropriate to describe them with several styles simultaneously; such systems are called heterogeneous [12]. As with views, styles abstract away certain elements and emphasize others. “The glasses you choose will determine the style that you ‘see’” [35].

Bass et al identify three kinds of heterogeneity [12]:

- **Locationally heterogeneous.** Different runtime parts use different styles.

- **Hierarchically heterogeneous.** A system of one style can be seen as decomposed into components, each of which may be structured according to another style.

- **Simultaneously heterogeneous.** Several styles serve as a description of the same system. E.g. a multi-user database can be viewed as both a blackboard and a client-server architecture. This heterogeneity “recognizes that styles do not partition software architectures into nonoverlapping, clean categories” [12].

Some styles and patterns by their nature describe a system on a very high level, while other styles may be applied on lower levels. For example, a three-tier system is likely to implement at least the middle tier with a layered architecture, and an object-oriented language is probably used. It is hard to conceive the opposite, a system that is described as layered on the highest level, and where some layers are tiered – layers call each other locally while tiers are distributed on several nodes.

**2.7 Technology Summary**

We have surveyed the literature to find a uniform description of what a *component* is. The most common notion is that the term most often means a deliverable piece of executable
(binary) software, manufactured out-of-house, or a runtime artifact (often the runtime instance of a delivered binary component), but it can also be built in-house, and/or be the same as a code module. We found that there is a great difference between components resulting from top-down design decomposition and implementation-time composition.

We have studied the notion of software architecture, and discussed how to describe and analyze it. This term concerns the structure of components, although one can discern a change in wording to avoid confusion with the word component as described above. Instead, the word entity can be used to generally denote a piece of software, be it discernible in runtime or implementation time. The types of components/entities to choose depend on what aspects of the system one want to see: runtime or implementation-time properties, and this gives rise to the notion of architectural views. The architecture of a piece of software can be described formally in an Architecture Description Language (ADL), or less formal in e.g. UML, which may be a good enough choice for many practical cases. We also noted that many system architectures conform to well-known architectural styles or patterns such as the pipe-and-filter and client-server styles, and described some of these. We presented two methods for informal analysis of architectures: the Software Architecture Analysis Method, SAAM, and the Architecture Tradeoff Analysis Method, ATAM.
3. SOFTWARE EVOLUTION

The present thesis is said to address software evolution with certain tools: reasoning in terms of components and architecture. But what is software evolution? What is evolution? In general, evolution is “progressive change” [114]. In the software domain, it may denote several things. An executing program may modify itself automatically, if evolutionary programming techniques such as genetic algorithms have been implemented [11,128]. The process of evolving a specification into an executing program is also a type of evolution, but this activity is usually called “development”, and the sub activities are named e.g. “design”, “implementation”, “compilation”, “build” rather than “evolution”. But when considering the development of a program at the level above, we find the most common use of the term “evolution”, or at least the one we are concerned with in the present thesis: the process a software system undergoes as it is continuously modified and released in new versions.

3.1 The Evolution of Evolution

This notion is not new. Perry refers to Brooks [26] and state that: “Evolution is one of Brooks’ […] essential characteristics of software systems: the only systems that are not evolving are the dead ones. Evolution is a basic fact of software life.” [147] Unless a system is evolved it will age, meaning becoming less and less satisfying for the needs at hand. Parnas establishes that “software aging can, and will occur in all successful products” [145]. In the seventies, Lehman formulated his first “laws of software evolution” [113], which will be returned to later in this chapter (page 46f). Closely connected to the concept of software evolution is that of software deterioration, design erosion and similar [12,20,80,145,174,187]. As systems evolve, they become harder and harder to evolve further, and the original design choices are violated in more and more places. In short, such systems’ complexity increases unless work is done to reduce it. Software evolution, software deterioration, and software aging are closely related: successful systems need to be evolved so as not to age, but while being evolved they typically deteriorate. Approaches how to successfully evolve systems (to
What and Why of Evolution

Lehman and Ramil have not only focused on “the how of software evolution” but “the what and the why of evolution” [114]. They describe a program classification scheme they name SPE. In this classification scheme, software is divided into S-type, P-type, and E-type. S stands for “specification”, but could also denote “static”, and includes programs that “implement solutions to problems that can be completely and unambiguously specified, for which, in theory at least, a program implementation can be proven correct […] with respect to the specification.” E stands for “evolution”, and E-type software is defined as “a program that mechanises a human or societal activity” [114] and includes all programs that “operate or address a problem or activity in the real world”. Programs of type S do not evolve according to the authors, since the requirements are stated formally and unambiguously, and they can be made to fulfill their requirements once and for all, and be proven to do be correct. E-type programs on the other hand “are intrinsically evolutionary” [114]; to remain satisfactory to their users they must continuously evolve. It is meaningless to talk about the “correctness” of E-type programs; they can only be more or less satisfactory in a certain context. They have to evolve to stay competitive and used, since the context in which they execute evolve: businesses evolve, societies evolve, laws and regulations evolve, the technical environment in which the software executes and is used evolve, the users’ expectations of the software evolve. These effects are partly due to numerous factors out of the software’s control, but they

8 Lehman and Ramil have worked with software evolution for decades. Instead of referencing the original publications, we will use this reference throughout the section, since it summarizes much of what they have done. Also, they have made some differences over the years and we reflect their most recent statements.
are also effects of the use of the software itself. \( P \)-type programs can take the properties of both \( S \)-type and \( E \)-type programs and are not further discussed.

Lehman and Ramil also describe areas of software related evolution, and identify five different “levels”. At the lowest level, we find what is usually called “development”, i.e. progressive refinement from an initial vision via design and implementation to a released program. At the second level, “a sequence of versions, releases or upgrades of a program or software system” is discussed, the type of evolution mainly dealt with in the present thesis: “changes in the purpose for which the software was acquired” makes the software deteriorate in relation to its context, and the assumptions underlying the software are no longer valid. “In short, software is evolved to maintain the validity of its embedded assumption set, its behaviour under execution, the satisfaction of its stakeholders and its compatibility with the world as it now is or as expected to be.” At the third level, applications, i.e. activities supported by the software, evolve. This is partly because the software itself affects its applications as new opportunities for enhancements and extensions are discovered, which drives a never-ending need for further evolution. At the fourth level, the processes of software evolution themselves have to evolve as research and practice finds new means of managing software evolution, and as the software and its contexts evolves. Finally, at the fifth level, models of software evolution, i.e. classification schemes such as is presented here, has to evolve. “The process evolves. So must models of it.”

“Changes are generally incremental and small relative to the entity as a whole but exceptions to this may occur.” [114] Our cases are such exceptions: redesign part of a system or systems integration are relatively large changes.

**Lehman’s Laws of Software Evolution**

In 1974, Lehman formulated his first “laws of software evolution” for \( E \)-type systems [114]. They are based on observations of the evolution of the IBM OS/360 operating system, and have later been revisited and supported by other observations; currently there are eight laws, see Table 1.
Table 1: Lehman’s laws of software evolution (after [114]).

<table>
<thead>
<tr>
<th>Law No., Brief Name</th>
<th>Formulation of Law</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Continuing Change</td>
<td><em>E</em>-type systems must be continually adapted else they become progressively less satisfactory.</td>
</tr>
<tr>
<td>II. Increasing Complexity</td>
<td>As an <em>E</em>-type system evolves its complexity increases unless work is done to maintain or reduce it.</td>
</tr>
<tr>
<td>III. Self Regulation</td>
<td>Global <em>E</em>-type system evolution processes are self regulating.</td>
</tr>
<tr>
<td>IV. Conservation of Organisational Stability</td>
<td>The average effective global activity rate in an evolving <em>E</em>-type system tends to remain constant over product lifetime.</td>
</tr>
<tr>
<td>V. Conservation of Familiarity</td>
<td>On average, the incremental growth tends to remain constant or to decline.</td>
</tr>
<tr>
<td>VI. Continuing Growth</td>
<td>The functional content of <em>E</em>-type systems must be continually increased to maintain user satisfaction over their lifetime.</td>
</tr>
<tr>
<td>VII. Declining Quality</td>
<td>The quality of <em>E</em>-type systems will appear to be declining unless they are rigorously maintained and adapted to operational environment changes.</td>
</tr>
<tr>
<td>VIII. Feedback System</td>
<td><em>E</em>-type evolution processes constitute multi-level, multi-loop, multi-agent feedback systems and must be treated as such to achieve significant improvement for other than the most primitive processes.</td>
</tr>
</tbody>
</table>
That is, $E$-type systems continually change, continually grow, become more and more complex, and loose in quality unless conscious efforts are spent in reducing these effects. Any evolution approach should try and mitigate the negative effects of these laws.

**Software Deterioration**

As said previously, $E$-type software has to evolve to avoid its being outdated, old-fashioned, inferior to its competitors, etc. [145] But as it is evolved, the typical observation is that it deteriorates or degrades [12,20,80,145,174], an effect sometimes called “design erosion” [187]. Each change is done under time pressure, and the maintainer short-cuts some original design decisions for one reason or another: they are unknown (they might even be undocumented), they might be misunderstood, or there is simply not enough time to implement the change in the way one would want. The result is that the system becomes increasingly harder to maintain.

Of course, as Lehman’s second law states (see Table 1 on page 47) software deterioration has to be consciously considered and addressed to the greatest extent possible during system evolution. *Refactoring* is the activity of transforming the code to a functional equivalent in which it is easier to implement a particular requested change [54], thus “maintaining maintainability” [104,150]. Since refactoring apparently adds no value to the customer, only costs, it may be neglected. But in retrospect, it might be apparent that the code should have been refactored long ago, before it deteriorated too far.

From time to time, a requested change may be very awkward to implement in the existing architecture, and the choice is between implementing it in a way that makes the system deteriorate, and put a seemingly disproportional amount of work into refactoring it while implementing the change. There is thus a constant struggle between preventing software aging [145] and preventing software deterioration, and a constant tradeoff to make for the organization how much effort to spend now and how much to spend later. There are different strategies to this: in eXtreme Programming (XP), constant refactoring is mandated [14,15], in
other cases short-term costs have higher priority. In many cases there is maybe no strategy at all.

### 3.2 Maintainability

When discussing the *how* of software evolution, the obvious artifact to start looking at is the software itself. Is it possible to distinguish a piece of software that will easily be evolved from one that is more difficult to evolve? To some extent, this seems to be true. There are terms denoting this property as inherent in a system: maintainability, modifiability, portability, etc. In this section we will take a look at different terms and descriptions or definitions of these, then survey approaches to measuring maintainability, and finally describe the recognized effect of software deterioration or software aging: failure to maintain a system’s maintainability.

#### Definitions of Maintainability

There is an abundance of terms used to denote a piece of software’s ability to handle change: changeability, expandability, extensibility, extendibility, flexibility, maintainability, and portability (surely, there are more). Not even the definition of, or distinction between these terms is generally agreed upon. But let us take a look at the IEEE Standard Glossary of Software Engineering Terminology [74] and the terms it includes:

- **extendability.** The ease with which a system or component can be modified to increase its storage or functional capacity. *Syn:* expandability; extensibility. *See also:* flexibility; maintainability.

- **flexibility.** The ease with which a system or component can be modified for use in applications or environments other than those for which it was specifically designed. *Syn:* adaptability. *See also:* extendability; maintainability.

- **maintainability.** [...] The ease with which a software system or component can be modified to correct faults, improve performance or other attributes, or adapt to a changed environment. *See also:* extendability; flexibility. [...]
**portability.** The ease with which a system or component can be transferred from one hardware or software environment to another. *Syn:* transportability. *See also:* machine independent.

There are more definitions of these terms, see e.g. [12,16,74,197] for definitions of maintainability, in essence very similar. The term modifiability is not included in the standard glossary referred to above, but let us quote one definition that synthesizes earlier definitions, one that seems reasonable and representative [16]:

The modifiability of a software system is the ease with which it can be modified to changes in the environment, requirements or functional specification.

The terms are often used more or less as synonyms with different flavors, and it is hard to argue that there are any inherent fundamental differences between these types of changeability. For example, portability is the ease with which a software system or component can be modified to adapt to a certain type of changed environment, and it might be a customer’s opinion or business agreement that determines whether a change is an error correction or an extension. The exact meaning of these terms, or differences between them, is not always so important for the work at hand. We will use the terms maintainability and modifiability interchangeably, and include all types of changeability in these terms.

**Maintainability Measures at Source Code Level**

As Lehman stated in his laws of software evolution, software deterioration gets out of hand unless something is done to prevent it. One therefore wants to control software evolution to be able to address software deterioration. Is there a way to measure maintainability? There are numerous approaches to measurement in this area. One approach is to measure the maintainability of the program itself; another is to describe a particular change and estimate the effort required to implement it. These types of measurements have been empirically supported, but one must bear in mind that measurements of the software itself gives but a limited picture of the complexity and richness of the challenges involved in software
maintenance; the software organization, its tools and processes are equally important factors to understanding software maintainability [150].

Many researchers have tried to quantify maintainability in different types of measures [3,9,37,136,137,169,197]. The simplest are Lines Of Code (LOC), percentage commented lines, number of statements, control structure nesting level, average number of commented lines (see e.g. [108,197]). The Halstead source code measures proposed in the seventies [63,168] have been used for describing maintainability [168,169]. More sophisticated measures include cyclomatic complexity [3,63,137,166]. Some other complexity measures worth to note: the Function Point measure [52,167], the Object Point measure [52], and DeMarco’s specification weight metrics (“bang metrics”) [52]. These require human intervention (to e.g. grade items as “simple”, “average”, or “complex”) since not all parameters are measurable from source code; this is explained by the fact that these measures were designed for cost estimations (before source code is available) rather than of performing measurements on existing code. Although it seems hard to automatically evaluate the quality of documentation, which is an important artifact when maintaining software, there are approaches to it [3,101].

The most well known maintainability measure is probably the Maintainability Index, MI [137,169]. Its formula may seem unintuitive, but is based on empirical observations⁹:

\[
MI = 171 - 5.2 \cdot \ln(aveV) - 0.23 \cdot aveV(g') - 16.2 \cdot \ln(aveLOC) + 50 \cdot \sin(\sqrt{2.4 \cdot perCM})
\]

where \(aveV\) is the average Halstead Volume \(V\) per module [63,168], \(aveLOC\) is the average count of lines of code (LOC) per module, and \(perCM\) is average percent of lines of comments per module. Clearly, the nature of the comments determines whether they contribute to increasing the maintainability of the

---

⁹ The numerical coefficients of the formula have been adjusted over time; the numerals here are from [169].
source code, and so the fourth term of the formula should only be used “if it is believed that the comments in the code significantly contribute to maintainability” [192]. In particular, when comments are out of date, when there are company-standard comment header blocks, copyrights, and disclaimers, or when code has been commented out, the comments are of little value for maintenance purposes, or even make maintenance more difficult [192]. All measures described so far focus on a static system – typically, these measures are validated using expert judgments about the state of the software [37,197]. The change in these measures as time passes could be a good measure on software deterioration [9,37,104,151,182].

**Maintainability Measures at the Architectural Level**

There are not as many measures proposed on the architectural level, but the most obvious aspect to investigate is the interdependencies between components. There are some variants of the number of calls into and number of calls from a component, also called “fan-in” and “fan-out” measures10 [53,60,68,108], or call graphs [79]. But it has been pointed out that such measures are not as simple as it may first look: from the maintainability point of view there is e.g. a great difference from a function call with only one integer parameter and one with many complex parameters; one must also consider to what extent we are interested in unique calls (to not penalize reuse) [53]. In the FEAST projects, the researchers investigated the number of “subsystems” handled (i.e. changed, added, or deleted) at each change [111,112,151,152].

There are also approaches at an even higher level, where a program is considered completely at the architectural level, as a set of components. The actual source code is then not considered. The Software Architecture Analysis Method (SAAM) described in section 2.5 builds on the creation and evaluation of scenarios. The type of scenario determines the property to estimate: to estimate e.g. performance you need scenarios for the most important runtime scenarios (according to the stakeholders). Of particular interest in the present thesis are change scenarios that are used to estimate the modifiability of a system. We should point

10 This is similar to the cluster analyses described on page 37.
out that SAAM analyses can only be used to compare several alternatives; it is not possible to measure the maintainability of one single system. A scenario describes a particular change, or a class of changes, such as “another commercial database is used”. Based on the architectural description available, it is possible to estimate which components would be affected by a change. An architecture in which one scenario affects a large number of components is considered less apt to allow changes than one in which only a few components are affected. The total number of scenarios affecting each component is also taken into account: if all components are affected by about the same number of scenarios, it is an indication of a good division of components. Clements et al describe how ATAM (see section 2.5) was used to reveal risks and highlight tradeoff decisions between maintainability and other attributes [34].

Bengtsson describes a modifiability model based on a system’s architectural description [16]. The model distinguishes between three types of modifiability activities: adding new components, adding new plug-ins to existing components, and changing existing component code. This model is used in the Architecture-Level Modifiability Analysis (ALMA).

The benefit of architectural approaches is that they can be used before there is source code available. This means they can be used during development or evolution to compare alternatives that are not yet implemented, and choose the most beneficial. The disadvantages with any early estimation based on anticipated scenarios are that the system may be designed for change scenarios that never occur and the methods may require too much effort at a too early stage to motivate a detailed analysis.

3.3 Software Systems Integration

Integrating existing (legacy) systems is a special type of evolution that has become increasingly important [25]. Arguably, the integration strategy to choose in a certain situation depends on many different factors. Enterprise Application Integration (EAI) is a relatively common type of integration, judging from available literature [5,44,62,82,115,116,154]. This approach concerns in-house integration of the systems an enterprise uses rather than produces, when it is typically not an option to modify the existing systems; maybe source
Integrating such enterprise software systems involve using and building wrappers, adapters, or other types of connectors. In such a resulting “loose” integration the system components operate independently of each other and may store data in their own repository. Well-specified interfaces and intercommunication services (middleware) play a crucial role in this type of integration. Johnson applied architectural analysis to integration of such enterprise software systems [82] and found that in spite of the frequent problems to accurately describe architecture of this type of systems because of poor available documentation, architectural analysis can be successfully applied to enterprise systems integration.

It has been suggested that information systems can be linked together at either of five different levels: data, application, method/transaction, business process, and human level, pictured as a pyramid with “human” at the top [149]. Each level presents different challenges, and integration typically becomes more complex and expensive towards the top of the pyramid.

### 3.4 Evolution in Practice

Software evolution, software aging, software maintenance, software deterioration etc. are everyday experience in software industry, and many approaches to managing these issues have been published. There are conferences and workshops devoted to this, and slowly good practices are emerging, but we are far from a thorough understanding of software evolution.

This section briefly refers to a few case studies and approaches related to the present thesis. There are case studies on how legacy systems have been evolved, for example being web-enabled [81], componentizing them to decrease maintenance costs as well as reuse components in a web application [69,127]. There are reengineering approaches such as how to extract an architecture (or at least structure) from source code [13,22,22,30,61,157], and at a lower level how to understand the code-level invariants and implicit assumptions that should not be violated [50]. Solutions to the issue of tracing structural changes over many versions even when functions change names and the structure of source files is changed have
been proposed [182]. There are approaches to update a system to a new release in runtime, i.e. without shutting it down, based on its componentized architecture [143]. Evolution can be in the form of decentralized, post-deployment development of add-ons, scripts, etc. [142].

There are also architectural approaches to software evolution. There are case studies where evolution is addressed with SAAM [12,119] or ATAM [34,87,94]. The importance of having design rationale documentation available during architectural evolution has been investigated [24,110], and the role of architecture during evolutionary development has been reported [31]. Configuration management techniques has been applied to component based software and software architectures to address evolution [109,184-186]. Different types of variability in software architectures have been explored. Software architecture has been used to explore and understand enterprise software system integration [82], and there are also formal architectural approaches to software evolution [125].

Another promising approach to addressing evolution with components and architecture is that of product lines [33]. If it is possible create an architecture that allows different variants of the same product to be built, depending on which components are used, there will be large cost savings in the long term. This approach poses new challenges to the software community, e.g. mechanisms for variability to enable evolution of the products of the product line [178], new and stronger mechanisms to track changes to prevent the common assets from degradation [80,177], configuration management to control product derivation and evolution at the same time [184,185], and how to use stakeholder scenarios to evaluate the suitability of a product line architecture [94].

3.5 Software Evolution Summary

In this chapter, we looked at definitions of maintainability and closely related terms such as modifiability, portability, and extendibility. There is an abundance of terms and definitions describing the perceived properties of software, which is reflected in the various suggestions of measures of the ability of software o change, the most commonly known of which arguably
is the Maintainability Index, MI. Other existing complexity measures are the Function Point measure and the Object Point measure [52,167].

We have also investigated the fact that basically all software evolves, unless it is discarded altogether or can be specified unambiguously once and for all and correctly implemented. All programs interacting with the real world will be perceived to grow old and ever less useful and competitive. To prevent software from aging it must be enhanced and grow over time to remain satisfactory; this is due to e.g. users requesting more and more functionality and changes in environment. When software is evolved though, effort has to be put into refactoring it so that it does not deteriorate.
4. SYSTEM REDESIGN CASE STUDY

This chapter describes a case study in which part of a system was redesigned with the aid of architectural analysis.

Original publication information:

Improving Quality Attributes of a Complex System Through Architectural Analysis – A Case Study [103]


Keywords: Software architecture, architectural analysis, SAAM.

Abstract: The Software Architecture Analysis Method (SAAM) is a method for analyzing architectural designs, providing support in the design process by comparing different architectures and drawing attention to how a system’s quality attributes are affected by its architecture. We used SAAM to analyze the architecture of a nuclear simulation system, and found the method to be of great help when selecting the architecture alternative to use, and to draw attention to the importance of software architecture in large.

It has been recognized that the quality properties of a system is to a large extent determined by its architecture; there are, however, other important issues to consider that belong to “lower” design levels. We describe how detailed technical knowledge affected the design of the architecture, and show how the development process in large, and the end product can benefit from taking these issues into consideration already during the architectural design phase.
[Pages 58-75 removed from the electronic version due to copyright reasons.]
5. INTEGRATION FRAMEWORK CASE STUDY

This chapter presents an integration framework and discusses benefits and drawbacks with it.

Original publication information:

Information Organizer – A Comprehensive View on Reuse [62]

Erik Gyllenswärd, Mladen Kap, Rikard Land, 4th International Conference on Enterprise Information Systems (ICEIS), Ciudad Real, Spain, April 2002

Keywords: Reuse, integration, legacy systems, Business Object Model, software components, extensible, lifecycle support.

Abstract: Within one organization, there are often many conceptually related but technically separated information systems. Many of these are legacy systems representing enormous development efforts, and containing large amounts of data. The integration of these often requires extensive design modifications. Reusing applications “as is” with all the knowledge and data they represent would be a much more practical solution. This paper describes the Business Object Model, a model providing integration and reuse of existing applications and cross applications modelling capabilities and a Business Object Framework implementing the object model. We also present a product supporting the model and the framework, Information Organizer, and a number of design patterns that have been built on top of it to further decrease the amount of work needed to integrate legacy systems. We describe one such pattern in detail, a general mechanism for reusing relational databases.
[Pages 77-92 removed from the electronic version due to copyright reasons.]
6. SYSTEMS INTEGRATION CASE STUDY

This chapter describes a case study where three existing software systems developed in-house were to be integrated after a company merger. We describe how architectural analysis was used in this process, and the benefits and shortcomings of this approach. This case study is also described in chapters 7 and 8 from other points of view.

Original publication information:

**Software Systems Integration and Architectural Analysis – A Case Study**


**Keywords:** Architectural Analysis, Enterprise Application Integration, Information Systems, Legacy Systems, Software Architecture, Software Integration.

**Abstract:** Software systems no longer evolve as separate entities but are also integrated with each other. The purpose of integrating software systems can be to increase user-value or to decrease maintenance costs. Different approaches, one of which is software architectural analysis, can be used in the process of integration planning and design.

This paper presents a case study in which three software systems were to be integrated. We show how architectural reasoning was used to design and compare integration alternatives. In particular, four different levels of the integration were discussed (interoperation, a so-called Enterprise Application Integration, an integration based on a common data model, and a full...
integration). We also show how cost, time to delivery and maintainability of the integrated solution were estimated.

On the basis of the case study, we analyze the advantages and limits of the architectural approach as such and conclude by outlining directions for future research: how to incorporate analysis of cost, time to delivery, and risk in architectural analysis, and how to make architectural analysis more suitable for comparing many aspects of many alternatives during development. Finally we outline the limitations of architectural analysis.
[Pages 95-115 removed from the electronic version due to copyright reasons.]
7. PROCESS CHALLENGES IN INTEGRATION PROJECT

This chapter describes the same case study as chapters 6 and 8, but from a process perspective.

Original publication information:

Integration of Software Systems – Process Challenges [107]


Keywords: Software Architecture, Software Evolution, Software Integration, Software Process Improvement.

Abstract: The assumptions, requirements, and goals of integrating existing software systems are different compared to other software activities such as maintenance and development, implying that the integration processes should be different. But where there are similarities, proven processes should be used.

In this paper, we analyze the process used by a recently merged company, with the goal of deciding on an integration approach for three systems. We point out observations that illustrate key elements of such a process, as well as challenges for the future.
8. APPLYING IEEE 1471-2000 TO INTEGRATION PROJECT

This chapter describes the case study of systems integration case study of chapters 6 and 7, here from the point of view of how the IEEE 1471-2000 [76] was applied.

Original publication information:

**Applying the IEEE 1471-2000 Recommended Practice to a Software Integration Project [105]**

*Rikard Land, Proceedings of International Conference on Software Engineering Research and Practice (SERP’03), CSREA Press, Las Vegas, Nevada, June 2003*

**Keywords:** Architectural Description, IEEE 1471-2000, Recommended Practice, Software Architecture, Software Integration.

**Abstract:** This paper describes an application of the IEEE Standard 1471-2000, “Recommended practice for architectural description of software-intensive system” in a software integration project. The recommended practice was introduced in a project without affecting its schedule and adding very little extra costs, but still providing benefits. Due to this “lightweight” introduction it is dubious whether it will be continually used within the organization.
[Pages 128-138 removed from the electronic version due to copyright reasons.]
9. DISCUSSION AND CONCLUSION

In this chapter, we discuss our findings and outline answers to our research questions.

9.1 Assumptions and Limitations

This section describes the assumptions we have made and the limitations to our conclusions we have identified. We will describe the system environment and the organizational context. Limitations involved in using case studies were discussed in section 1.2.

System Environment

The presented case studies concern information systems in an office environment. In the case studies there were no extreme demands with respect to availability or response times – but these properties should of course not be neglected by the design. Neither is scalability of performance of particularly importance since the number of simultaneous users is at the very most some dozens; but resource bottlenecks should naturally be avoided. Requirements are higher when it comes to the volume of data handled by the systems, and the integrity of the data. The degree of reliability of the systems’ end results of the system redesign case study and the systems integration case study must be very high, as the results are used in the design of nuclear power plants. This requires e.g. both accurate simulation models and user-friendly data presentation. But these issues are of no concern in these case studies: for example, the actual simulation models used are not considered at the architectural level, and architectural modeling does not include the actual graphical layout. All extra-functional properties with development cost implications are also important to the developing organization; in the systems integration case study one such concern was maintainability.

There is reason to believe that other technical domains would require approaches different from those we present in the present thesis. For example, although embedded and safety-critical software are likely to have an architecture which evolves in the manner we have described in the case studies, the availability, reliability, correctness, and real-time response times of such software would need to be addressed much more thoroughly than was done in
the case studies. There, the only really stringent requirement was that the data should be correct and consistent at all times. On the architectural level, the systems of the case studies use commercial databases to ensure this, and we have found no other means of assessing this property at the architectural level.

Thus, there are arguably some differences in how the evolution of software depends on its technical domain and environment. We have found in our case studies that a lightweight evaluation can be suitable for non-critical requirements.

**Organizational Context**

The system described in the system redesign case study is one single product developed by the same department and the organizational context is therefore relatively simple. There are certain things worth pointing out however which limit the generality of the conclusions. The part being redesigned was never used as a tool in commercial delivery projects since it was considered too unreliable by the developers. Maybe the evolution scenario would be different if the system had been more widely used. Maybe it would be more complicated to redesign a part of a system after it had been released. Maybe practical usage of the particular system part would have forced repairs and patches that would have improved it to such a degree that redesign would not be considered worth the effort. We can only speculate and encourage others attempting to repeat our work to consider thoroughly the state of the system’s life cycle and the implications of this.

In the systems integration case study the integration was necessary because of a company merger. After a company merger, the two cooperating partners have the same overall goal and have access to all information, such as source code and documentation, making any level of integration possible. However, when a company is newly merged, the old company cultures and established processes will not easily be replaced and will initially constitute cooperation obstacles [29,84]. In other business relationships, the integrating organization does not have the same degree of freedom. For example, Enterprise Application Integration (EAI) occurs in a context in which the integrating organization has acquired software systems from many
diverse sources; some systems may have been developed in-house while others have been acquired from other sources [44,82,115,116,132,154]. When source code is not available (or the existing systems are otherwise not well understood, which makes it very difficult to modify them), it may be necessary to use other kinds of solutions than those used in the case study. Enterprise Application Integration also typically concerns the software systems used to run an enterprise (such as systems managing staff or product data) while in the case study, the software to be integrated are tools used internally as well as, to a limited extent, products manufactured by the company. Loose coupling, which is generally thought to facilitate maintenance [13] but may cause the resulting system to appear less homogeneous to customers and users, is the only option available in an EAI context.

In these two case studies, the interest in the software systems is limited to users in a very specific domain. The systems are used internally at the company as tools for performing consulting work, and customers only acquire a system when they intend to perform the work themselves. In this case, the system is installed at the customer’s site and the company is responsive to individual customers’ error reports and change requests. If the software is developed for a larger market, the business processes and considerations may be very different from those of the case studies. Time to market becomes crucial and a development plan requiring several years before the first delivery may not be acceptable; alternatively, the existing systems must be maintained and delivered with new features in the meantime.

Although one should try to minimize the number of versions in simultaneous use, all customers and users cannot be expected to always upgrade and use the newest version. Typically, several versions of any system will therefore be in use simultaneously, and must be supported and maintained in parallel. This complexity becomes particularly emphasized during large system changes, such as systems integration, when it becomes extremely difficult to maintain compatibility between versions – compatibility in database format, file formats, functionality, user interface, etc.
In some domains, governmental certification is needed to use certain programs. What if an organization wants to integrate or redesign such a system? One can assume that such a project would be more conservative, and rewriting strictly limited. If the purpose of a redesign is to improve some extra-functional attributes of the system (such as its maintainability or performance), one can expect the architecture to be changed while the code performing the core functionality remains unchanged. This is reminiscent of the system redesign case study (chapter 4), although the code mandated to be reused unmodified should be identified beforehand (which clearly limits the freedom of the system architect). There may also be requirements for backward compatibility, which further restrict the designer’s possibilities. Integration aiming at achieving more powerful functionality may also require the integration of code pieces performing the core functionality (i.e. merging components), and the result is arguably a completely new program. This is reminiscent of the systems integration case study (chapters 6 through 8), including the difficulties resulting from the use of different languages and technologies as well as different underlying data models. In both cases though, the applicability of the work should be considered.

9.2 Research Questions Revisited

Let us repeat the research questions we set out to answer in the introduction:

\[
\begin{align*}
\text{How can the concepts of architecture and components be beneficially used to assess a software system’s properties during its evolution?} & \quad (Q1) \\
\text{Is it possible to beneficially use the concepts of architecture and components when integrating existing software systems, and how can this be done?} & \quad (Q2) \\
\text{How are architectural analyses and decisions related to organizational and business goals during system evolution?} & \quad (Q3) \\
\text{How does the architecture of an existing system restrict or facilitate its evolution?} & \quad (Q4)
\end{align*}
\]
The rest of this chapter is organized on the basis of these questions, and we will use the material presented earlier in the thesis – our case studies and the literature survey – to argue for possible answers.

**Q1: How can the concepts of architecture and components be beneficially used to assess a software system’s properties during its evolution?**

Before making major changes in a piece of software, the impact of the change should be investigated. The expense of a complete analysis may not be justifiable and the challenge is to strike a balance between effort invested and confidence in the analysis. We explored ways of performing such lightweight analyses in the system redesign case study and the systems integration case study. In these projects, the work performed to achieve this can be described as a flexible, iterative, informal, and rapid architecture- and component-based approach. The approach can be described as follows (the words in italics are used as defined in the IEEE 1471-2000 [76]). First, identify the *stakeholders* of the *system*, and identify their *concerns* regarding the system; such concerns may be extra-functional system properties and time to implement, total cost, or other more intangible business goals. Second, some basic architectural alternatives should be constructed and the *architectural description* should contain descriptions in several *views*, prepared preferably in a sketchy way at first. Different alternatives of this can be derived, or totally different architectures can be constructed. Third, each stakeholder concern should be analyzed for each alternative architecture, balancing the need to address all concerns to some extent, spending more time on those more important and/or difficult to analyze. Fourth, if the architectural description does not reveal enough detail to permit analysis of a particular concern, the architectural description should be refined, to enable analyses of how the system deals with the concern in question. The components to choose for further subdivision are those believed to reveal as much as possible about the concern, according to the developers’ intuition and experience. Fifth, it is possible to iterate back and forth; if for example a performance deficiency is found, the system should be redesigned immediately, after which the analysis can be resumed.
Within a procedure such as that outlined above, some of our findings should be emphasized.

- For each concern to be investigated, it is possible to choose an analysis approach: one can use an established analysis method if there is one (in the system redesign case study, SAAM was used), or use a very brief estimation (appropriate when obvious and convincing, and when there are no very high requirements on this particular concern), or merely rely on the developers’ statements (appropriate when they are very experienced in how this particular concern can be addressed in this particular context).

- We also found in the case studies, an important characteristic concerning software evolution, as opposed to new development: it is possible to analyze an existing implementation to find out what worked well and what did not in relation to the requirements. When a system is redesigned this should be well known after working with the development of the previous version, and in systems integration many requirements are inherited from either (or several) of the systems to integrate. The suitability of the existing architectural choices can therefore be evaluated based on an actual implementation. This knowledge is an important input when developing new architectural alternatives, which will most likely include some or all of the components of the existing system(s) plus perhaps some new. The existing components may be restructured and modified to e.g. apply different styles or patterns.

Some experienced benefits with this approach as compared to a more unstructured approach are that similar descriptions are produced, discussions can be kept relevant, the number of alternatives to choose between can be decreased, and confidence in the analysis is increased. It is an iterative approach, so that at each point in time there are preliminary results which may be further refined, or the analysis interrupted (even if some time must be spent in packaging the analysis results in an appealing form). The analysis can thus begin without advance knowledge of exactly how much time will be allocated, and conclude e.g. when there is sufficient confidence in the results or when there is simply no more time. If a tradeoff decision is needed, we suggest the performance of a more detailed analysis. It is possible to
apply some more thorough analysis, such as ATAM (see page 36f) or ALMA (see page 52f) to the final alternative. As for the architectural reasoning, the IEEE standard 1471-2000, “Recommended Practice for Architectural Description of Software-Intensive Systems” [76] can be used. The IEEE 1471-2000 does not mandate any particular procedures, tools, views, languages, etc. which makes it easy to introduce in a project already defined with no time for further efforts.

We have found that several alternatives can be rapidly analyzed and the choice perceived as well founded. The benefit of this approach is the relatively high confidence/effort ratio, which may be sufficient when more confidence (in an absolute sense) is not necessary. The disadvantage is that the results are dependent on individuals making the right choices and consequently the results are not completely reproducible. The confidence in the results is less than with a more formal approach. It is impossible to prove that the alternative ultimately chosen is the optimal one, but the approach seems to provide good heuristics. This type of analysis should be suitable when the available resources are limited or the requirements not known in advance. It is also suitable when the developers’ experience can be trusted, as in the systems integration case study, where they knew the existing systems very well and the new system was to be a combination of these.

Maintainability was one important aspect of the new system to evaluate in both case studies. Two approaches were tried: first, estimating the number of lines of code (LOC), technologies, and languages used in the final, integrated system, as a measure of its conceptual integrity; and second, SAAM analysis. Both approaches gave a certain amount of confidence, but we can only know the accuracy of the estimations when the systems enter the maintenance phase, and even then we cannot know whether the architecture chosen was indeed a better choice than the other alternatives.

We have provided an answer to Q1 by showing one way of using lightweight architectural analysis when redesigning and integrating systems, based on the IEEE 1471-2000 [76]. We
also touched on the differences between evolution and new development, to the advantage of evolution activities.

**Q2: Is it possible to beneficially use the concepts of architecture and components when integrating existing software systems, and how can this be done?**

To enable a cost efficient system integration, the fundamental approach would be to try to preserve the existing systems to the greatest extent possible and avoid for example, rewriting parts that already work satisfactorily. In practice there are many types of possible technical differences between the systems: different languages, technologies, assumptions regarding the environment and architectural patterns. Therefore, either different types of adapters and wrappers must be built, or the existing components must be more fundamentally changed (implying modifying source code). This would make any integration attempt expensive. Even though it is not possible in practice to do so, viewing the systems as sets of components can be an advantageous way to decide upon an integration approach, as will be elaborated upon in this section.

We have discerned four approaches to integration for information systems: interoperability through import and export facilities, Enterprise Application Integration (EAI), integration on data level, and integration on source code level. Depending on the type of systems, the goals for the integration, and the resources available, any of these approaches may be feasible. For example, interoperability through import and export facilities enables exchange of data but a high degree of data consistency, automation of tasks, decreased maintainability costs and an integrated user environment cannot be expected. Given certain specified goals of an integration, we have described how architectural analysis can be used to find a suitable technical solution.

For Enterprise Application Integration (EAI), we presented an integration framework. Integrated in the framework, systems will continue to have their own user interface and database, but the framework defines and enforces a strong architecture, ensuring e.g. data consistency between the integrated systems. The framework makes possible, by means of
added effort, a higher level of integration, making the integrated system more homogeneous as perceived by the users. Thanks to this characteristic, rapid integration becomes possible, with the further possibility of raising the level of integration by subsequently spending more effort.

The rest of our answer to Q2 concerns the situation in which source code is available for modification. The documentations of the existing systems are likely to be dissimilar (due to e.g. different corporate documentation standards and improved documentation practices as time has passed). In this case, a certain amount of preparation is required to describe the existing systems in a similar manner according to current good architectural documentation practice. In the resulting documentation the existing systems should be described in several architectural views (the same for all systems), using the same visual language (for example UML) and the same granularity. The architectural components of these architectural models can then be reconfigured and combined (using e.g. a suitable software tool or simply paper and pencil), to arrive at descriptions of several alternative architectures for a new system. These alternatives can then be evaluated in the manner described in the answer to Q1 above and compared.

In a comparison of the data level and source code level integration alternatives, the data level alternative was considered technically inferior to the source code level alternative from all points of view considered. The reason is the architectural mismatch between the existing systems, which can take many forms (see e.g. the start of this section and answer to Q4 on page 151ff). It is likely that the existing systems use different technologies, implement different architectural patterns and styles, and are written in different languages. There may be a choice between wrapping and bridging existing code on one hand, which preserves and even may increase the number of languages and technologies used in the system, and rewriting large parts to integrate component by component on the other. When the components of an existing system are used as building blocks, they are most often similar in certain ways but different in others (they may e.g. present the same type of functionality, such
as database access, but be implemented in different languages), which makes integration component by component difficult. The perceived solutions to component by component integration in the code level alternative are to either extend an existing component with the functionality of the other, thus rewriting large parts, or to use both components basically untouched and write glue code (which may require the same amount of effort, if not more). Both alternatives would involve integration of the underlying data model, which must be implemented in the database, and the source code must be modified accordingly. One could make use of the opportunity to create a new data model which incorporates the best of the existing systems, or one could try to find a cheaper solution. Both alternatives are costly, and the initial choice must be pursued until integration is complete, which requires a high degree of long-term commitment and is therefore a risk to the integrating organization and the integration project.

The answer to research question Q2 must therefore be that it is possible to beneficially use the concepts of architecture and components to decide on a type of integration. The actual integration seems however to be expensive, and improvement in that area remains as a future project.

**Q3: How are architectural analyses and decisions related to organizational and business goals during system evolution?**

We believe that there is no strict border between organizational or business concerns on the one hand and technical concerns on the other. It may even be fair to say that all concerns are ultimately organizational or business related: for example, the computing resource requirement for a system is not merely a technical concern but affect the type of hardware needed (and therefore the system’s attractiveness), and properties such as maintainability, testability, and reusability affect costs, immediately or in the future. We considered that some of the more specific business and organizational concerns called for investigation. This section will elaborate on our findings in the case studies concerning these: cost of
implementation, time to delivery, and risk of implementation. Most of the discussion is based on the systems integration case study.

To estimate the cost of implementation as well as to outline an implementation schedule, one can use the source code view of the architecture as a basis and map components of the product to activities in a project. In a project plan, activities are dependent on each other, and each activity is associated with a cost, and we have shown how an architectural description can be used as a basis for determining dependencies and to create more confidence in the cost estimations. In the source code view, the dependencies between source code modules can be mapped to dependencies between project activities. For cost estimation, it is relative straightforward for an experienced developer (i.e. experienced in the system at hand, the languages and technologies used, etc.) to estimate the effort required to implement a single code module. Other views (apart from the source code view) must complement this reasoning; e.g. the interactions in runtime are also important to determine parts of the system which must be included in a delivery.

Within the constraints imposed by the dependencies, it is then possible to parallelize and serialize activities depending on the available resources at a given time. To the extent allowed by the dependencies, a subset of the system can be implemented at first – so called “vertical slices” of the system can thus be delivered, making stepwise delivery possible. Different contents can be included in different deliveries depending on how the activities are ordered, which in turn affects the organization in several ways. For example, it is possible to determine when which functionality would be available and when existing systems could be retired. When the implementation of different parts of a source code component is assigned to several activities (to enable stepwise delivery), it is possible to ensure that the activity diagram and the source code view of the system are consistent – the costs of the source code components in the architectural model should of course equal that of the activities in the project schedule.

The mapping between the components of the architectural description and the activities of the project plan cannot be automated but requires human intervention. The components contain
no information as to how they can be partitioned and assigned to different activities and certain components may not lend themselves to partitioning at all, or may not result in any functionality as perceived by the users (such as infrastructure components which must be in place for the system to work). It should not be forgotten that there are other activities which must be accounted for, that do not include implementation in source code and are therefore not directly discernible from the source code view. Nevertheless, the architectural description as a whole helps in identifying such activities. For example, in the systems integration case study, the discussions repeatedly returned to the design of a common data model. It should also be remembered that the “man-months” of this type of rapid cost estimations are idealized to some extent, the actual cost also depending on e.g. the skills of the person actually assigned to a task.

Based on a cost estimation such as this, we found that even though it is easy to intuitively perceive a technically more advanced alternative as more costly, this is not necessarily true. Depending on the circumstances, the technically inferior alternative, although seemingly simple and straightforward, may be as costly as other alternatives. This can happen, for example, when a change in a database ripples through most of the source code.

The risk of choosing one alternative or the other can be a more important consideration than cost or time of implementation; risk meaning the probability of overrunning budget and/or schedule, producing a product of poor quality, or failing altogether with the integration. The risk parameters are not only those related to technical problems (such as those involved in writing new code), but also the risk of unsuccessful collaboration (in terms of “commitment required” from departments of two previously separate organizations, not yet close collaborators). Architecture represents software structure, and the relation between this structure and that of the developing organization may be a good starting point for such research. Risk analysis might include first identifying risk parameters of interest, modeling the organization, and analyzing the impact of an architectural description on such a model.
We have provided some answers to research question Q3, by showing how architectural descriptions can be used to estimate cost of implementation and to outline an implementation schedule including a delivery plan. We also recognized the importance of the risk to the organization of choosing one alternative or another – in one of our case studies it was the single most important factor affecting the decision. Estimations of cost, time of implementation, and risk at the architectural level require more research.

**Q4: How does the architecture of an existing system restrict or facilitate its evolution?**

When a system part is to be redesigned and rewritten, the design of the existing system constrains the possibilities for system evolution in numerous ways. When the types of nodes available are already determined, the possibilities of choosing the runtime structure are restricted. The existing code should be reused to as large an extent as possible. Existing interfaces, both those of the existing system that are used by others, and the interfaces of external programs (which may have been adapted to work smoothly with the existing system) must be recognized. During systems integration, we also found numerous ways in which existing systems can architecturally mismatch: architectural structures (in terms of styles and patterns used), languages used, protocols and connectors used, and third party software and tools used. These differences become even more emphasized when the systems have been developed during different eras, each reflecting the state of practice of its time.

But when the existing components overlap functionally, keeping them separate for (short-term) cost reasons results in functionality being duplicated in several places, introducing a maintenance nightmare. Both code level integration and data level integration would involve a large amount of effort, according to the evaluation in the systems integration case study. There seems to be no inexpensive solution to integrating such dissimilar systems: either much code must be completely replaced to ensure that one single component has the complete responsibility for a particular functionality, or much code must be modified and bridging solutions introduced. However, in integration, the best ideas from several systems can be
adopted. The systems integration case study suggests that in the long term, integrating source code is superior to integrating the data level only, from all technical points of views considered. It represents one set of design decisions, contains significantly less lines of code, involves a more scalable architecture, and utilizes fewer but more modern and powerful technologies and third-party software.

However, we felt it misleading to draw attention only to the constraints of existing design choices – these also present possibilities. For example, the use of a particular programming language can suggest both simple but effective architectural solutions and enable rapid implementation through the reuse of existing code, as the system redesign case study illustrates. It would therefore be irrational and inefficient to discard the existing design and begin from scratch; this was discussed in more detail in the answer to Q1 (page 143ff). Some of the so-called restrictions described in the previous paragraph could be seen as features enabling more rapid redesign than beginning again from the beginning. The existing architecture could be seen as a prototype for proving the feasibility of certain architectural choices and revealing the limitations of others, and good ideas embedded in the architecture of the existing system part should be inherited by the next version, while its limitations should be eliminated through redesign.

When systems are integrated within a framework as “black box” components, it is possible to ignore their internal structure. In a sense, the possibilities of integration within such a framework are not restricted by the existing systems’ architectures; on the other hand, the failure to utilize knowledge about the systems could be seen as a restriction in the framework itself. The framework described in the integration framework case study combines the advantages of both approaches. It illustrates how it is possible, from an initial “black box” view of the systems, to integrate them tighter into the framework if they display certain features. There might be some API or the application may have a rich set of command line arguments that can be utilized. The framework makes it possible to connect to most relational databases directly, and the user interface and business logic can be shortcut; this may be
feasible if the user interface and business logic are not very complicated. If source code is available, it is of course possible to extend the system in any of these ways, thus enabling a tighter integration. If none of these options are available, the integration will remain at a minimum level. How to design and analyze the system resulting from integration within the framework e.g. to make it maintainable has not been investigated, it is also too early to be able to observe evolution of the framework itself or the meta-systems integrated within the framework.

The answer to Q4 is that the architecture of an existing system restricts its evolution in several ways. The surrounding parts assume a certain behavior from a part being redesigned. When integrating systems the existing software components may mismatch architecturally. The case studies give at hand that integration is more complicated than ordinary evolution of a single system, due to the often very dissimilar architectures of the systems to be integrated. But an existing architecture also facilitates certain types of evolution activities: at least some of the requirements are implemented in the architecture of the existing system, which can be seen as a prototype, and should be reused.

### 9.3 Lessons Learned

Based on the case studies and the literature survey, we would like to highlight the following the following two features of software systems evolution and integration:

- **Integration is organizationally more complicated than the redesign of an existing system.** When organizational mergers result in software integration, the process involves more people, will take more time, and presents a higher risk than a redesign project of a comparable size. Until two separate organizations really consider themselves one organization, it is reasonable to believe that inter-organizational obstacles will be encountered.

- **Technical factors are subordinate to business factors.** Cost in short and long term, time to delivery, and the risk involved, are some of the factors that weigh more heavily than
e.g. how portable a system is. Architectural analysis can provide a basis for both technical decisions and more business-oriented decisions.

And finally, let us return to our research hypothesis. Based on the case studies and the literature survey, we have demonstrated that conceptually separating software into components, and reasoning about the relationships between these components – the system’s architecture – are useful means to manage software evolution in large complex software systems in a cost efficient manner.

9.4 Related Work

This section describes similar approaches to managing software evolution and integration at the architectural level, already described in chapters 2 and 3, and outlines how the present thesis distinguishes itself from these. We relate our work to evaluation techniques, integration approaches, and formal approaches to architecture.

SAAM (and its successor ATAM) has been validated and used in many case studies [13,32,34,86-89,94]. These case studies typically emphasize the benefits of the methods when analyzing extra-functional properties of an architecture, partly since the purpose of some of these case studies has been to validate the methods as such. SAAM has also been used during system evolution, by using scenarios as a means to discover deficiencies or flaws in the current architecture [119]. The present thesis emphasizes how SAAM can be used together with other, more lightweight analyses, to rapidly deliver an overall, convincing result of the analysis of several extra-functional properties. Bengtsson describes a formula used to estimate the modifiability on the architectural level, used in the Architecture-Level Modifiability Analysis (ALMA) method, also a scenario-based method supported by case studies [16]. As noted, we have used scenarios to a certain extent, but also suggest other measures for evaluating modifiability to enable a more rapid evaluation of more extra-functional attributes. By predicting future changes, or at least identifying changes believed to be likely, it becomes possible to choose an architecture in which these changes are supported or easy to introduce. This approach is adopted e.g. through the notion of change scenarios in SAAM (see above),
the use of certain architectural patterns that support certain expected changes, as well as the
construction of mechanisms for variability at well-chosen points in a product line [178]. The
present thesis focuses on how to actually evolve existing systems that were not consciously
designed for the type of evolution actually occurring – it is e.g. practically impossible to
design for integration with other, unknown, systems.

Johnson approaches Enterprise Application Integration (EAI) with the concepts and tools of
software architecture [82]. Using Johnson’s terminology, the present thesis deal with
monarchical integration, when an organization has full control over the source code, as
opposed to oligarchical or anarchical integration contexts. We discuss three levels of
integration available for such an organization, and describe how two of these were analyzed
architecturally in the systems integration case study.

There are formal approaches to software architecture in general
[2,7,56,58,117,126,163,165,174] and evolution in particular [125,143]. Clustering techniques
do not encompass the design choices and non-technical tradeoffs involved in evolving
complex software systems, but rather aim at optimizing certain attributes of a system
[118,130,160,193]. For all formal approaches the architecture must be well specified in a
formal language; in the present thesis the problem addressed is to use dissimilar and
incomplete descriptions with the aid of developers’ knowledge. We investigated how existing
software systems, not formally specified, can be evolved with limited resources in complex
industrial projects, something we have not seen accomplished via formal approaches.

There are approaches to reengineering source code to find a system’s structure, either with the
purpose of extracting the system’s architecture (e.g. in case of non-existing documentation) or
to find violations of design decisions [13,22,30,61,157]. This was not necessary in the case
studies since the designs of the systems of the case studies were available in the form of
documentation supplemented with developers’ knowledge; neither were we interested in
finding possible exceptional violations of the overall design decisions, but rather in discussing
the basic design decisions and their rationale.
It has been suggested that software development activities can and should be guided by the architecture of the product being developed [31,146]. This is very much in line with our work, and the present thesis contributes to this direction of thought by describing some of the details of what, how, and why, particularly in the context of evolution and integration activities.

9.5 Future Work

This section identifies issues not solved, or encountered in our case studies, issues left for future research:

- **Further refinement.** The findings of the case studies should be tested in further case studies, preferably in new environments before they can be used as predictors. This includes:
  - The measures used to estimate maintainability in the systems integration case study should be verified.
  - Using patterns with known characteristics as a basis for architectural analysis, or even as a substitute, would give the lightweight approach we have outlined greater credibility.

- **Integration of business concerns into architectural analysis.** We have shown how the cost of integration can be estimated on the basis of estimations of the effort involved in individual code components. Approaches to achieving more accurate cost predictions could include the use of additional architectural views. We also showed how a schedule could be outlined. Its accuracy would be dependent on the cost estimations but could also be improved by taking more views into account. Finally, we demonstrated that the risks of integration are not included in architectural analysis. An approach to achieve this could be to integrate an architectural model with an organizational model.

- **Maintainability in different contexts.** The issue of maintenance is important in new systems, old systems, integrated systems, etc. But perhaps different kinds of systems
require different ways of addressing this issue, perhaps different methods during different life cycle phases? Open issues closely related to the present thesis are:

- How should an integrated system be built to be maintainable within the framework of the integration framework case study, when both the integrated system and the framework itself will evolve in the future?
- Is the perceived difference between data level integration and source code integration from a maintenance point of view correct?

- **The role of requirements engineering during software evolution.** Even if there seem to be no new requirements, the reasons for evolving, redesigning, or integrating software systems may imply additions to both functionality and extra-functional requirements such as usability, scalability, performance, and maintainability, all of which need to be carefully considered and understood. How should requirements engineering be performed during system evolution and integration? Which types of requirements can remain from existing systems and which can be new? Which stakeholders should be involved, and when? These questions are touched upon in the thesis, but obtaining the answers remains for future work.
10. SUMMARY

In the present thesis we have shown that conceptually separating software into components, and reasoning about the relationships between these components – the system’s architecture – are useful means to manage software evolution in large complex software systems in a cost efficient manner. We have done so by surveying literature describing the concepts of component-based software, software architecture, and existing approaches to software maintenance, evolution, and integration, and described three case studies that provided further insight into these issues. The following four questions were addressed in particular:

• Q1: How can the concepts of architecture and components be beneficially used to assess a software system’s properties during its evolution?

• Q2: Is it possible to beneficially use the concepts of architecture and components when integrating existing software systems, and how can this be done?

• Q3: How are architectural analyses and decisions related to organizational and business goals during system evolution?

• Q4: How does the architecture of an existing system restrict or facilitate its evolution?

The systems in two of our case studies were information systems developed in-house used for managing and manipulating business-critical data. There were no extreme requirements on extra-functional properties such as performance or scalability, and so these systems are representative for a large set of existing systems in industry. The third case study concerned an integration framework in which systems can be integrated without modification.

We presented an approach to developing architectural alternatives for a new system during redesign and integration, based on the existing systems. We described how stakeholders’ concerns could be rapidly analyzed given architectural descriptions, to make it possible to distinguish and choose between the alternatives. In particular, we have described how maintainability, cost of implementation, and time of implementation can be addressed. This type of analysis is suitable when resources are few, developers experienced, and the accuracy...
of the analysis is less important than the time and resources spent on the analysis. We also presented four different integration approaches and discussed when either of these may be feasible: Enterprise Application Integration (EAI), interoperability through import and export facilities, integration at data level, and integration at source code level. We outlined how a system’s architecture can be used when analyzing how a system will fulfill the developing organization’s organizational and business goals; in particular cost, time of implementation, and risk of implementation were investigated. We have also shown how an existing system’s architecture can both facilitate and restrict its evolution: the existing architecture may reflect insufficient design decisions and an outdated state of practice, but it can and should also be seen as a prototype revealing strengths that should be preserved and weaknesses that should be addressed during redesign.
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