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Abstract

The desire to understand and model the complex phenomenon of economic growth has been an old and interesting pursuit. Many such models have been proposed and two of the most prominent candidates are the Solow-Swan and Romer models. This paper investigates the similarities and differences of the a priori mentioned models on a balanced growth path and on a partial transition dynamics - only the capital dynamics - using numerical simulations. Furthermore, the problem of the speed of convergence shall be analyzed and a method for the analysis will be presented. The simulations are investigated by means of different economic scenarios, called experiments, and are used to illustrate the capabilities and incapacities of each model. The findings of this paper are that both models are adequate for the investigation of economic growth. However, as seen by the mathematical analysis and the experiments, the incapability of the Solow-Swan model to adequately explain the technological growth rate is a strong disadvantage over the more modern Romer model. Furthermore, this paper summarizes the choices of the numerical values - using real world data - which should be used for the variables of the Solow-Swan and Romer models.
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Introduction

The magnum opus of the Scottish economist and moral philosopher Adam Smith is undoubtedly his monumental work on the treatise of economic wealth, titled "An Inquiry into the Nature and Causes of the Wealth of Nations". The Wealth of Nations was first published in 1776 and is a fundamental work in classical economics, being one of the world’s first collection of descriptions on a nation’s wealth. Economic theory enjoyed a substantial amount of development since the times of the classical economists Adam Smith, Jean-Baptiste Say, David Ricardo, Thomas Robert Malthus, and John Stuart Mill. The marginal revolution of the latter half of the 19th century transformed classical economics into what is now known as neo-classical economics. Prominent names such as John-Maynard Keynes, Alfred Marshal, and Irving Fischer have made significant contributions to this new era of economic thought.

One of the quintessential devotions of neo-classical economics is to model the real world economy and capture its complex nature in a simple mathematical framework. Many such efforts have been proposed such as the Harrod-Domar model, the Solow-Swan model, the Ramsey-Cass-Koopmans model, and the Romer model. Arguably the greatest achievements on the frontier of economic growth theory are the Solow-Swan model and the Romer model.
Problematization

Given that there are two groundbreaking papers on economic growth theory, one by Solow (1956) and the other by Romer (1990), a natural question arises: "Which model is more adequate for the purpose of analyzing different economic scenarios using a simulated environment?". In particular, given the limitations below, the prior question is further limited by simulating the economies along a partial transition dynamics only rather than along the complete transition dynamics.

An auxiliary enquiry which is in conjunction to the a priori mentioned problematization is: "Which values for the parameters are ‘reasonable’ choices?" - and shall be investigated in this report as well.

The final problem which this paper will analyze is the speed of convergence from one steady-state to the new steady-state within both models.

A Brief Treatment On Economic Growth Theory

The age-old problem of economic growth theory has preoccupied economists for centuries. This phenomenon fascinated the classical economists so strongly that it gave birth to the famous treatise "An Inquiry into the Nature and Causes of the Wealth of Nations" (Smith, 1963). However, the defeats of classical economic thought in the early 19th century such as the mistaken forecast of Thomas Robert Malthus earned the discipline "its most recognized epithet, the ‘dismal science.’" (Jones & Vollrath, 2013, p. 1).

A revolution on the frontier of economic thought was emerging in the latter half of the 19th century¹. This period is usually referred to as the "marginal revolution"² and it marks the transition from classical economics to neo-classical economics. This new era of economic thought brought forth a wide range of development to the old problem of economic growth theory. The Solow-Swan model of economic growth, and its many extensions, lie at the heart of modern growth theory (Halsmayer & Hoover, 2016).

Although more modern considerations of the historical development suggest an attribution to the Harrod–Domar model (Blume & Sargent, 2015), a central point of criticism is

---

¹ It is difficult to accurately pin-point the precise date.
² As a matter of fact, it is argued whether this period should be referred to as the "utility revolution" or as a hybrid of the two, "marginal utility revolution".
that Harrod’s original work, “Essay in Dynamic Theory” (Harrod, 1939), was neither mainly concerned with economic growth, nor did he explicitly use a fixed proportions production function (Besomi, 2001).

The Solow-Swan model is not a singular achievement in economic growth theory. Two models that resemble the Solow-Swan model are the Ramsey-Cass-Koopmans model and the Diamond model. Of which in both, the dynamics of economic aggregates are determined by decisions at the microeconomic level and both models continue to treat the growth rates of labor and knowledge as exogenous (Romer, 1996). However, both models derive the evolution of the capital stock from the interaction of maximizing households and firms in competitive markets and as a result the saving rate is no longer exogenous and it need not be constant. A major difference between the Ramsey-Cass-Koopmans model and the Diamond model is the key additional assumption in the latter, that there is continual entry of new households into the economy, which has important consequences (Romer, 1996).

Following the successes of Robert M. Solow from the 1950s, the work on economic growth flourished during the 1960s and 1970s, with the works of economists like Moses Abramovitz, Kenneth Arrow, David Cass, Tjalling Koopmans, Simon Kuznets, Richard Nelson, William Nordhaus, Edmund Phelps, Karl Shell, Eytan Sheshinski, Trevor Swan, Hirofumi Uzawa, and Carl von Weizsacker (Jones & Vollrath, 2013). Nevertheless, the prior mentioned investigations have not explored the nature of technological change and Romer (1994) provides methodological reasons for this postponement.

It was Paul Romer and Robert Lucas who revitalized the interest of macroeconomists in economic growth in the early 1980s by introducing the economics of technology (Jones & Vollrath, 2013). New growth theory transcends beyond the Solow-Swan model with models like the research and development growth models developed by P. Romer, Grossman and Helpman, and Aghion and Howitt (Romer, 1996). Models of endogenous growth are not the only modern considerations of examining economic growth but also models of human capital development.
man capital and growth developed by Mankiw et al. (1992) have been proposed in order to analyze the cross-sectional growth between countries.

Even though the field of growth theory has flourished over the past century and many new ideas and extensions of old ideas have been developed and investigated, it is clear that neo-classical growth theory began with the key insight of one man: Robert M. Solow, and the revitalization of modern growth theory is attributed to Paul Romer.

**Purpose**

The purpose of this thesis is to compare the Solow-Swan model with the Romer model using numerical data within a simulated environment. The derivation of the necessary economic relations shall be executed using a non-standard economic style, that is, using the mathematical Axiom-Definition-Proposition style.

The differences between the two a priori mentioned models will be undertaken by an investigation of five simulated experiments. The purpose of the experiments is to illuminate the implications of different changes in variables and give insights into the necessary choices for the values of the variables which are used within simulations utilizing the Solow-Swan model and the Romer model.

The first experiment investigates a change in the saving rate. Experiment two analyzes the effects of a change in the population growth. The third experiment illustrates the scenario of a decrease in the output elasticity of capital. Experiment number four considers an alteration in the depreciation rate. The fifth and final experiment investigates modifications to both, the population growth and saving rates. Each of the scenarios will be more elaborated in Chapter 3.

Lastly, the final purpose of the experiments is to enable the performance for the analysis of the speed of convergence between steady-states.

**Methodology**

As mentioned above, the two growth models under investigation in this paper are the Solow-Swan model and the Romer Model. The following methodology for the theoretical and numerical analysis shall be applied.
• Propose the axioms\textsuperscript{4} for the two growth models under consideration.

• Deduce necessary propositions by means of rigour from the prior mentioned axioms.

• Gather data for input into simulation. The majority of the data will be given from different economies such as the saving rate of different countries or the population growth of different countries. This point will be further elaborated in Chapter 3.

• Simulate five different economic scenarios over a given period of time and evaluate the results.

• Propose a method for analyzing the speed of convergence between steady-states.

The above methodology will become clearer throughout the upcoming chapters. The economic scenarios will be referred to as experiments.

The data used as inputs into the simulations was gathered by each governmental statistical agency within the nation under consideration. In Sweden the agency responsible for gathering economic data is called Statistics Sweden (SCB) and in the United States it’s the Bureau of Economic Analysis (BEA). The data was received from World Bank and the data which was used for the purposes of this investigation is summarized in Appendix B.

Limitations

This paper simulates the models on a balanced growth path and partly on the transition dynamics. The only transition dynamics which shall be considered is that of the capital per effective worker. The reason for this choice is the time constraint which is set by the course description and also that the complexity of the complete transition dynamics simulation is far greater than that of the consideration in this paper. Hence, if the reader is interested in the complete transition dynamics, then this report will not satisfy that interest.

A second limitation is the underlying nature of the term 'model'. A model is a simple approximation of a complex phenomenon and is (most likely) not able to capture the entire complexity of the phenomenon under investigation. Nevertheless, even such simple approximations of the world are capable of illuminating intriguing problems. This limitation is

\textsuperscript{4}Usually within the subject of economics the term ‘assumption’ is used rather than ‘axiom’. However, I will use the mathematical terminology and stay within a strict mathematical framework.
however not singular to this paper alone and is rather a general "weakness" of modelling the complexity of the world and it perhaps belongs within the realms of philosophy.
It is quite wrong to try founding a theory on observable magnitudes alone. ... It is the theory which decides what we can observe.

Albert Einstein

The Solow-Swan Model

The Solow-Swan growth model, is a neo-classical economic growth model which was independently developed by Robert M. Solow, published in Solow (1956), and by Trevor Winchester Swan, published in Swan (1956). This most beautiful and simultaneously simplistic mathematical framework, which lies at the front of many extensions, has earned Robert M. Solow the Nobel price in economics for its fundamental rôle in economic growth theory and its impact on the discipline.

\(^1\)Henceforth referred to as the Solow model.
Definition And Solow Postulates

**Definition 1.1.** The Solow Growth Model consists of a production function \( Y(t) \) together with a set of axioms \( (S_i) \) called the Solow Postulates. Let \( Y(t) \) be output, \( K(t) \) capital, \( L(t) \) labor and \( A(t) \) knowledge. Then, the aggregate production function \( F: \mathbb{R}_+^2 \to \mathbb{R} \) such that \((K(t), L(t)) \mapsto Y(t)\) at time \( t \) is defined by

\[
Y(t) := F(K(t), A(t)L(t)). \tag{1.1}
\]

**Axioms 1.2.** Solow Postulates.

\((S_1)\) **Constant returns to scale.** The production function \( Y = F(K, AL) \) as given by Definition 1.1 has constant returns to scale. In other words, let \( \zeta \in \mathbb{R}_{\geq 0} \), then

\[
F(\zeta K, \zeta AL) = \zeta F(K, AL). \tag{1.2}
\]

\((S_2)\) **Two factor inputs: Labor & Capital.** Factor inputs to the production function such as land and other natural resources are negligible.

\((S_3)\) **Time is continuous.** The model assumes continuous time in the sense that the variables are defined at every point in time\(^3\).

\((S_4)\) **Inada conditions\(^3\).** The production function satisfies the Inada conditions. Let \( f: \mathbb{R}_+^n \to \mathbb{R} \) such that \( x \mapsto f(x) \) be a continuously differentiable function\(^4\). Then, the conditions are

\[
(i) \text{ If } x = 0, \text{ then } f(x) = 0.
\]

\(^3\)This assumption simplifies the mathematical analysis. An alternative assumption is to assume discrete time, that is, the variables are defined at specific time intervals \( t = 0, 1, 2, \ldots \). However, the Solow model has essentially the same implications in discrete as in continuous time (Romer, 1996, p. 11).

\(^3\)These conditions are named after Ken-Ichi Inada from Inada (1963) and were first introduced by H. Uzawa in Uzawa (1963).

\(^4\)Boldface objects denote vectors such that \( x \in \mathbb{R}^n \) is the vector (n-tuple) \( x = (x_1, \ldots, x_n) \) with \( x_i \in \mathbb{R} \) and \( \mathbb{R}^n \) is the real vector space consisting of all n-tuples. A concise treatment of vector spaces can be found in Friedberg et al. (1979).
The function \( f \) is concave\(^5\) on its domain. In other words, the marginal returns for inputs \( x_i \) are positive\(^6\) such that \( \frac{\partial f(x)}{\partial x_i} > 0 \), but decreasing such that \( \frac{\partial^2 f(x)}{\partial x_i^2} < 0 \).

As \( x_i \) approaches zero, the limit of the first derivative is positive infinity such that

\[
\lim_{x_i \to 0} \frac{\partial f(x)}{\partial x_i} = +\infty.
\]

As \( x_i \) approaches positive infinity, the limit of the first derivative is zero such that

\[
\lim_{x_i \to +\infty} \frac{\partial f(x)}{\partial x_i} = 0.
\]

Labor and knowledge are exogenous\(^7\) and grow at constant rates. Let \( L(0) := L_0 \) and \( A(0) := A_0 \) be the initial values of labor and knowledge, respectively. I.e. their values at time \( t_0 = 0 \). Furthermore, let \( n, g \in \mathbb{R}_{\geq 0} \) be the growth rates of labor and knowledge, respectively. Then\(^8\),

\[
L(t) := nL(t) \implies \int L(t)dt = \int nL(t)dt \iff L(t) = L_0e^{nt}, \quad (1.3)
\]

\[
A(t) := gA(t) \implies \int A(t)dt = \int gA(t)dt \iff A(t) = A_0e^{gt}, \quad (1.4)
\]

Change in capital & the saving rate. Each period, a fraction of the outcome is saved and invested in physical capital. Furthermore, the physical capital \( K(t) \) depreciates each period. Let \( \delta, s_K \in \mathbb{R} \) such that \( \delta \geq 0 \) and \( 0 < s_K < 1 \) be the depreciation rate and the saving rate, respectively. Then, the change in capital stock \( \dot{K}(t) \) is

\[
\dot{K}(t) := s_KY(t) - \delta K(t). \quad (1.5)
\]

---

\(^5\)For a lucid treatment on concavity and convexity, see Spivak (1994).

\(^6\)This condition is known as the semi-definiteness of the Hessian matrix \( H_{ij} := \left( \frac{\partial^2 f}{\partial x_i \partial x_j} \right) \) (Takayama, 1985, 125–126).

\(^7\)An exogenous variable is a variable which is not explained by the model itself in the sense that it is determined by outside forces. Contrary, an endogenous variable is a variable which is explained by the model.

\(^8\)Here, \( \dot{X}(t) \) denotes the derivative with respect to time such that \( \dot{X}(t) := \frac{dX(t)}{dt} \). This notation was introduced by Sir Isaac Newton and it enjoys a more prominent rôle in physics and mathematical physics.
Romer (1996) remarks that time only enters the production function through changes in capital, labor, or knowledge, and thus, henceforth we will not use the independent variable \( t \) in equations unless necessary. Furthermore, the product \( AL \) is known as the labor-augmenting or Harrod-neutral technological progress\(^9\).

Romer (1996) also mentions that focusing on the \textit{per unit of effective labor} measurement \( \frac{1}{AL} \) is more convenient. Thus, the production function can be written in the following more concise form.

**Proposition 1.3.** The production function can be written in the intensive-form\(^{10}\)

\[
\tilde{y} = f(\tilde{k}),
\]

where we define \( \tilde{k} := \frac{K}{AL}, \tilde{y} := \frac{Y}{AL}, \) and \( f(\tilde{k}) := F(\tilde{k}, 1) \).

\textit{Proof.} By substituting \( \xi = \frac{1}{AL} \) into equation 1.2, it follows from Axiom 1.2 \((S_1)\) that

\[
F(\xi K, \xi AL) = \xi F(K, AL),
\]

which in turn implies

\[
F\left(\frac{K}{AL}, 1\right) = \frac{1}{AL} F(K, AL).
\]

Hence, equation 1.8 becomes \( \tilde{y} = f(\tilde{k}) \). \( \square \)

---

\(^9\)Technological progress of the form \( AK \) is called capital-augmenting and technological progress of the form \( AF(K, L) \) is referred to as Hicks-Neutral (Romer, 1996, p. 17).

\(^{10}\)The expression \( \tilde{k} = \frac{K}{AL} \) is capital per unit of effective labor and \( \tilde{y} = \frac{Y}{AL} \) is output per effective labor.
Dynamics Of The Model

Axioms 1.2 imply the following dynamics of the Solow model.

**Proposition 1.4.** The dynamics of the capital stock per unit of effective labor $\tilde{k} = \frac{K}{AL}$ is given by the differential equation

$$\dot{\tilde{k}} = s_K f(\tilde{k}) - (n + g + \delta)\tilde{k}. \quad (1.9)$$

**Proof.** Since $\tilde{k} = \frac{K}{AL}$, we have

$$\dot{\tilde{k}} = \frac{\dot{K}}{AL} - \frac{K}{AL} \dot{A} - \frac{K}{AL} \dot{L}. \quad (1.10)$$

Now, $\tilde{k} = \frac{K}{AL}$. By 1.4, $\frac{\dot{A}}{A} = g$, by 1.3, $\frac{\dot{L}}{L} = n$, and by 1.5 $\dot{K} = s_K Y - \delta K$. Thus, 1.10 becomes

$$\dot{\tilde{k}} = \frac{s_K Y}{AL} - \delta \tilde{k} - g \tilde{k} - n \tilde{k}. \quad (1.11)$$

And since $f(\tilde{k}) = \frac{Y}{AL}$, equation 1.11 becomes

$$\dot{\tilde{k}} = s_K f(\tilde{k}) - (n + g + \delta)\tilde{k},$$
as desired. \qed

The steady-state $\tilde{k}^*$ is given by the value of $\tilde{k}$ at $\dot{\tilde{k}} = 0$. Since $\tilde{k}$ converges to $\tilde{k}^*$, it converges to a balanced growth path\(^{12}\), in which the growth rate of output per worker is determined solely by the rate of technological progress (Romer, 1996, pp. 17–18). Thus, we make the following definition.

**Definition 1.5.** The steady-state value of capital per effective worker $\tilde{k}^*$ is defined by the value of $\tilde{k}$ at $\dot{\tilde{k}} = 0$. Furthermore, a balanced growth path is a path $(Y, K, C)_{t=0}^\infty$ along which the quantities $Y$, $K$, and $C$ are positive and grow at constant rates\(^{13}\).

\(^{11}\)For an introductory treatment on differential equations, DE for short, see Apostol (1969).

\(^{12}\)The balanced growth path is the scenario in which the model grows at constant rate.

\(^{13}\)The quantity $C$ stands for aggregate consumption. In the Solow model, $C$ is used to define aggregate saving $S$ such that $S := Y - C = s_Y$. 
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A simple - yet beautiful - production function which satisfies the constant returns to scale assumption and the Inada conditions\(^\text{14}\) is the Cobb-Douglas\(^\text{15}\) production function 

\[ F : \mathbb{R}_+^2 \rightarrow \mathbb{R} \text{ such that } (K, L) \mapsto K^a(AL)^{1-a} \text{ defined by} \]

\[ F(K, AL) := K^a(AL)^{1-a}, \quad \forall a \in \mathbb{R} : 0 < a < 1. \tag{1.12} \]

Before proceeding, we shall decide on the form of the production function. We shall choose the Cobb-Douglas production function as defined by equation 1.12. Writing the Cobb-Douglas function as per effective worker\(^\text{16}\) yields 

\[ f(\tilde{k}) = \tilde{k}^\alpha. \]

Thus, Proposition 1.4 holds the following corollary.

**Corollary 1.5.1.** Within the Solow model, the steady-state of capital per effective worker is given by the relation

\[ \tilde{k}^* = \left( \frac{sK}{n + g + \delta} \right)^{\frac{1}{1-a}}. \tag{1.13} \]

Furthermore, the steady-state value of output per effective worker \(\tilde{y}^*\) is given by

\[ \tilde{y}^* = \left( \frac{sK}{n + g + \delta} \right)^{\frac{1}{1-a}}. \tag{1.14} \]

**Proof.** By Proposition 1.4, we have 

\[ \dot{\tilde{k}} = sKf(\tilde{k}) - (n + g + \delta)\tilde{k}. \]  

The Cobb-Douglas function is 

\[ f(\tilde{k}) = \tilde{k}^a \]

and by Definition 1.5 we have to solve \( \dot{\tilde{k}} = 0 \). Thus,

\[ \tilde{k}^* = \left( \frac{sK}{n + g + \delta} \right)^{\frac{1}{1-a}}. \]

Substituting 1.13 into \( f(\tilde{k}) = k^a \) yields equation 1.14, as desired. \( \square \)

---

\(^{14}\)A proof of this fact is given in Appendix A, Proposition A.1.

\(^{15}\)Named after Charles Cobb and Paul Douglas which appeared in *Cobb & Douglas* (1928).

\(^{16}\)The derivation of this fact is left to the reader.
Paul M. Romer proposed a mathematical theory of endogenous growth of new ideas in Romer (1990). This was a remarkable achievement in illuminating the nature of technological progress. However, Jones (1995) argues that the prediction of many recent research and development models of growth are inconsistent with the time-series evidence from industrialized economies. In particular, Jones & Vollrath (2013) remark that Romer assumes that the productivity of research is proportional to the existing stock of ideas. This means that the productivity of researchers grows over time, even if the number of researchers is constant. Furthermore, the original formulation given by Romer (1990) predicts that the growth rate of the advanced economies should have risen within the past forty years, since the amount of world research efforts has risen. Despite all this, Jones (1995) investigation shows that this is far from the truth. In spirit of this discussion, the version of the Romer model which we shall treat here is the one given by Jones (1995).

1To be more precise, Jones himself writes: “Romer (1990) and others share the counterfactual prediction of ‘scale effects’: an increase in the level of resources devoted to R & D should increase the growth rate of the economy.” (Jones, 1995, p. 761).
Definition And Romer Postulates

Definition 2.1. The Romer Growth Model consists of three sectors. The final-goods sector, the intermediate-goods sector, and the research sector, together with a set of axioms \((R_i)\) called the Romer Postulates.

Let \(Y\) be output, \(K\) the stock of capital, \(L_Y\) labor used in producing output, and \(A\) the stock of ideas. Then, we define the aggregate production function\(^1\) within the Romer economy \(F : \mathbb{R}_+^3 \rightarrow \mathbb{R}\) such that \((K, A, L_Y) \mapsto Y\) by

\[
Y := F(K, A, L_Y).
\]  

A diagrammatic representation of the relationship between the three sectors is given by Figure 2.1.

Axioms 2.2. Romer Postulates.

\((R_1)\) Increasing returns to scales by \(A\). Given how ideas differ from ordinary economic goods\(^3\) we assume increasing returns to scales. In other words, for \(\zeta \in \mathbb{R}_{\geq 0}\) we have

\[
F(\zeta K, \zeta A, \zeta L_Y) > \zeta F(K, A, L_Y).
\]

\((R_2)\) Labor and depreciation are exogenous. As within the Solow model, participants of the economy save a fraction of income \(s_K\) and capital depreciates at an exogenous rate \(\delta\) such that the change in capital \(\dot{K}\) is

\[
\dot{K} := s_K Y - \delta K.
\]

In parallel to the Solow model, labor grows at a constant exogenous rate \(n\) such that the change in labor \(\dot{L}\) is

---

\(^1\)As we shall later see, the production function takes the form \(Y = K^\alpha (AL_Y)^{1-\alpha}\) as given by Proposition 2.13.

\(^3\)Technology, that is, new ideas, designs, or scientific research are non-rivalrous, partially-excludable goods. A purely rivalry good is the idealization that a good has the property that its use by one firm or person precludes its use by another. A good is excludable if the owner can prevent others from using it. It then helps to think that a new idea or design can be used over and over again once it has been created and it is partially excludable because there are methods by which one can prevent its use by others. Such methods could possibly be patents. A more detailed treatment of these concepts is given in Romer (1990).
\[ \dot{L} := nL, \quad (2.3) \]

where labor \( L \) is divided between labor used within the final-goods sector \( L_Y \) and labor used for the creation of new ideas in the research sector \( L_A \) such that

\[ L := L_Y + L_A. \]

(R.3) **Technology is endogenous.** Let \( \theta, \lambda, \varphi \in \mathbb{R} \) such that \( \theta \) and \( \varphi \) are constants and \( 0 < \lambda < 1 \) is a parameter. The number of new ideas produced \( \dot{A} \) at any given point in time is given by the production function for new ideas

\[ \dot{A} := \theta L_{\lambda} A^\varphi. \quad (2.4) \]

![Diagram](image.png)

**Figure 2.1:** Diagrammatic representation of the three sector Romer model.

The **research sector** uses human capital and the existing stock of knowledge to produce new knowledge/designs.

The **intermediate-goods sector** uses the designs (ideas) from the research sector to produce the producer durables (capital goods) which are used in the final-goods sector.

The **final-goods sector** uses labor, human capital, and the set of capital goods from the intermediate-goods sector to produce final output.

---

*Using the special case \( \lambda = \varphi = 1 \) reduces \( \dot{A} \) to the case of the original Romer (1990) model. Furthermore, Jones (1995) assumes \( \varphi < 1 \) as opposed to the arbitrary choice of \( \varphi = 1 \).*
The Final-Goods Sector

The final-goods sector of the Romer economy reflects the final-goods sector of the Solow model. Thus, we have the following additional axiom.

Axioms 2.3. Romer Postulates - Final-Goods Sector.

(R₄) Let \( Y \) be output, \( L_Y \) labor used in producing output, and \( x := (x_i)_{i=1}^{\infty} \) the sequence of different capital goods\(^4\) to be used in producing final output. Then, we define the production function \( Y \) such that \( (L_Y, (x_i)_{i=1}^{\infty}) \mapsto L_Y^{1-a} \sum_{i=1}^{\infty} x_i^a \) within the final-goods sector by

\[
Y := L_Y^{1-a} \sum_{i=1}^{\infty} x_i^a.
\]

As remarked by Jones & Vollrath (2013), it is easier to analyze the model if the summation is replaced by an integral such that

\[
Y = L_Y^{1-a} \int_0^A x_i^a \, di,
\]

where \( A \) measures the range of capital goods that are available to the final-goods sector over the closed interval \([0, A] := \{x \in \mathbb{N} : 0 \leq x \leq A\}\).

Firms in the final-goods sector have to decide how much labor and how much of each capital good to use in producing output. Let \( \pi_F \) be the total profit of the final-goods sector, \( p_i \) the rental price for capital good \( i \) and \( w_Y \) the wage paid for labor. Then, microeconomic theory formulates the following problem

\[
\pi_F = L_Y^{1-a} \int_0^A x_i^a \, di - w_Y L_Y - \int_0^A p_i x_i \, di,
\]

which in turn becomes the profit-maximization problem

\[
\max_{L_Y, x_i} \pi_F = \max_{L_Y, x_i} L_Y^{1-a} \int_0^A x_i^a \, di - w_Y L_Y - \int_0^A p_i x_i \, di.
\]

\(^4\)In fact, there is some value \( A \in \mathbb{Z} \cup \{0\} \) such that \( x_i = 0 \) for all \( i \geq A \) (Romer, 1990).
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This leads to the following proposition, of which its results are used within the next sector, that is, the intermediate-goods sector.

**Proposition 2.4.** The profit-maximization problem for the final-goods sector implies the following.

(i) Firms hire labor until the marginal product of labor equals the wage such that

\[ w_Y = (1 - a) \frac{Y}{L_Y}. \]  \hspace{1cm} (2.6)

(ii) Firms rent capital goods until the marginal product of each kind of capital equals the rental price \( p_i \). In other words, the demand function for capital goods is given by

\[ p_i = aL_Y^{1-a}x_i^{a-1}. \]  \hspace{1cm} (2.7)

**Proof.** (i) We have to solve \( \frac{\partial \pi_F}{\partial L_Y} = 0 \). Thus,

\[
\frac{\partial \pi_F}{\partial L_Y} = (1 - a)L_Y^{-a} \int_0^A x_i^a di - w_Y \\
= (1 - a)L_Y^{-1+a} \int_0^A x_i^a di - w_Y \\
= 0.
\]

Hence, by equation 2.5 we have

\[(1 - a)L_Y^{-1}Y - w_Y = 0 \iff w_Y = (1 - a) \frac{Y}{L_Y}.\]

(ii) Similarly, solving \( \frac{\partial \pi_F}{\partial x_i} = 0 \) yields

\[ aL_Y^{-a}x_i^a - p_ix_i = 0 \iff p_i = aL_Y^{1-a}x_i^{a-1}. \]

This completes the proof. \( \square \)
The Intermediate-Goods Sector

The intermediate-goods sector consists of monopolists who produce the capital goods that are sold to the final-goods sector. Once the design for a particular capital good has been purchased, the intermediate-goods firm produces the capital good with a very simple production function: one unit of raw capital can be automatically translated into one unit of the capital good (Jones, 1995). The profit maximization problem for an intermediate goods firm is then

$$\max_{x_i} \pi_i = \max_{x_i} p_i(x_i)x_i - rx_i,$$  \hspace{1cm} (2.8)

where $p_i$ is the demand function from the final-goods sector for capital goods given by equation 2.7.

**Proposition 2.5.** The profit-maximization problem for the intermediate-goods sector implies

$$p = \frac{1}{1 + \frac{p'(x)x}{p}r}.$$  \hspace{1cm} (2.9)

**Proof.** Solving $\frac{d}{dx}\pi_i = 0$ yields

$$0 = p'(x)x + p - r \iff p + p'(x)x = r$$

$$\iff \left(1 + \frac{p'(x)x}{p}\right)p = r$$

$$\iff p = \frac{1}{1 + \frac{p'(x)x}{p}r}.$$

\[\square\]

Proposition 2.5 holds the following corollary.

**Corollary 2.5.1.** All capital goods are sold for the same price by each monopolist by

$$p = \frac{1}{a}r.$$  \hspace{1cm} (2.10)

**Proof.** From 2.7 we can calculate the elasticity $\frac{p'(x)x}{p}$ such that

$$p'(x) = (a - 1)aL_Y^{1-a}x^{a-2}.$$
Hence,

\[
p'(x) = \frac{(a - 1)aL_Y^{1-a}x^{a-2}x}{\alpha L_Y^{1-a}x^{a-1}} = (a - 1).
\]

Substituting into 2.9 yields

\[
p = \frac{1 - r}{\alpha},
\]

as desired. \(\square\)

Jones & Vollrath (2013) remark that the demand functions from Proposition 2.4 (ii) equation 2.7 are the same for each firm. This means that each capital good by the final-goods firms is employed in the same amount \(x_i = x\). This leads to the following result.

**Proposition 2.6.** Each capital-goods firm earns the same profit given by

\[
\pi = a(1 - a) \frac{Y}{A}.
\]

**Proof.** By 2.8 and 2.7 we have

\[
\pi = aL_Y^{1-a}x^a - rx,
\]

and by 2.10 this becomes

\[
\begin{align*}
\pi &= aL_Y^{1-a}x^a - apx \\
&= aL_Y^{1-a}x^a - a\alpha L_Y^{1-a}x^a \\
&= aL_Y^{1-a}x^a(1 - a).
\end{align*}
\]

Now, from equation 2.5, \(Y = L_Y^{1-a} \int_0^A x_i^a di\) becomes
\[ Y = L_{1-a}^{1-a} \int_0^A x^a \, di \]
\[ = L_{1-a}^{1-a} x^a \bigg|_0^A \]
\[ = L_{1-a}^{1-a} x^a A. \]

Hence, \( \frac{Y}{A} = L_{1-a}^{1-a} x^a \). Thus, 2.12 becomes

\[ \pi = a(1 - a) \frac{Y}{A} \]

\( \square \)

(Jones, 1995) The total demand for capital from the intermediate-goods firms must equal the total capital stock in the economy such that

\[ \int_0^A x \, di = K \iff x \bigg|_0^A = K \iff xA = K \iff x = \frac{K}{A}. \]

This result gives the form of the final-goods production function.

**Proposition 2.7.** The final-goods production function from 2.5 can be re-written such that

\[ Y = K^a(ALY)^{1-a}. \]  

(2.13)

**Proof.** We have 
\[ Y = L_{1-a}^{1-a} \int_0^A x^a \, di = L_{1-a}^{1-a} x^a \bigg|_0^A = L_{1-a}^{1-a} x^a A \]
and since \( x = \frac{K}{A} \), this implies

\[ Y = K^a(ALY)^{1-a}. \]

\( \square \)

**The Research Sector**

Ideas are designs for new capital goods to be sold to the intermediate-goods sector and are generated according to the production function for ideas given by equation 2.4. Let \( r \) be the in-
terest rate and \( P_A \) the price of a new design, this present discounted value. Then, the arbitrage equation is

\[
rP_A = \pi + \dot{P}_A \quad \iff \quad P_A = \frac{\pi}{r - \Lambda}.
\] (2.14)

This equation gives the price of a patent along a balanced growth path and is used in the next section to derive the relation for the share of the population which is engaged in research, as given by Proposition 2.10.

**Dynamics Of The Model**

Let \( y \) and \( k \) be per capita output and capital-labor ratio, respectively. Furthermore, let \( g_y, g_k, \) and \( g_A \) be the growth rates of per capita output, capital-labor ratio and technology along a balanced growth path. Then, the growth rates must be the same\(^6\) such that\(^7\)

\[ g_y = g_k = g_A. \]

Recalling from Definition 1.5 that along a balanced growth path the growth rates are constant and in particular that \( g_A := \frac{\dot{A}}{A} \) is constant, we have the following proposition.

**Proposition 2.8.** The long-run growth rate of the Romer economy is determined by the parameters of the production function for ideas and the rate of growth of researchers such that

\[ g_A = \frac{\lambda n}{1 - \phi}. \] (2.15)

**Proof.** From Axiom \((R_3)\) equation 2.4 we have

\[ g_A = \frac{\dot{A}}{A} = \theta L^\lambda A^{\phi-1}. \] (2.16)

\(^6\)This result is derived in Jones & Vollrath (2013) and it implies that if there is no technological progress, then there is no economic growth.

\(^7\)It is also worth mentioning that Jones (1995) introduces a new term of “semi-endogenous” growth. The reason for this choice is that in the model proposed by Jones (1995) the traditional policy changes have no long-run growth effects as in the Romer (1990) and AK models. Jones himself writes: “Long-run growth rate is a function of parameters usually taken to be invariant to government policy” (Jones, 1995, p. 761). Here, invariance of governmental policies refers to steady-state growth from government tax policy, including investment tax credits and R & D subsidies.
Differentiating both sides\(^8\) with respect to \(t\) and noting that \(g_A\) is constant on a balanced growth path as given by Definition 1.5, yields

\[
0 = \lambda \theta L_A^{\lambda-1} L_A A^{\phi-1} + (\varphi - 1) \theta L_A^{\lambda} A^{\phi-2} \dot{A} \\
= \frac{\lambda \theta L_A^{\lambda} A^{\phi} \dot{L}_A}{L_A A} + \frac{(\varphi - 1) \theta L_A^{\lambda} A^{\phi} \dot{A}}{A^2} \\
= \frac{\lambda \dot{A}}{L_A A} \dot{L}_A + \frac{(\varphi - 1) \dot{A}}{A^2} \dot{A}.
\]

Since \(g_A = \frac{\dot{A}}{A}\) and by recognizing that along a balanced growth path the growth rate of the number of researchers must be equal to the growth rate of the population Jones & Vollrath (2013), it follows from Axiom \((R_2)\) equation 2.3 that

\[
0 = \lambda n \ddot{A} + (\varphi - 1) \frac{\dot{A}}{A} \\
= \lambda n \ddot{A} + (\varphi - 1) A g_A.
\]

Which in turn is equivalent to

\[
g_A (\varphi - 1) \dot{A} = -\lambda n \ddot{A} \iff g_A = \frac{-\lambda n \ddot{A}}{(\varphi - 1) \dot{A}} = \frac{-\lambda n}{(\varphi - 1)} = \frac{\lambda n}{(1 - \varphi)},
\]
as desired. \(\square\)

It is worth mentioning that in this economy the long-run growth rate of technology \(g_A\) as given by Proposition 2.8 equation 2.15 is invariant to investment and the number of researchers from the population which are engaged in research. Proposition 2.10 below illustrates the relation which gives the share of the population that is engaged in research.

Furthermore, notice that if \(\varphi = 1\) as in the Romer (1990) model, then equation 2.15 is undefined\(^9\). This means that if we allow for \(\varphi\) to be one, then there is no balanced growth

---

\(^8\)An alternative way would be to take logs on both sides and then differentiate with respect to \(t\) as Jones & Vollrath (2013) present. However, such petty tricks only cripple the intellect.

\(^9\)This is because we are using the algebraic field \((\mathbb{R}, +, \times)\), in which division by 0 will break some important algebraic propositions and hence we leave it undefined.
path within this economy. Thus, the assumption that \( \varphi < 1 \) as mentioned by Jones (1995) removes the scale effects which are not supported by time-series evidence and replaces it with the intuitive dependence on the growth rate of the labor force rather than on its level.

**Proposition 2.9.** The Romer Postulates imply the following conditions.

(i) The per-effective labor production function is given by

\[
\tilde{y} = \tilde{k}^\alpha (1 - s_R)^{1-a},
\]  
\[ (2.17) \]

where \( s_R \) is a constant fraction \( \frac{L_A}{L} := s_R \) of the labor force that engages in research and development.

(ii) The dynamics in the Romer economy is given by the relation

\[
\dot{\tilde{k}} = s_K \tilde{k}^\alpha (1 - s_R)^{1-a} - (n + g_A + \delta)\tilde{k}.
\]  
\[ (2.18) \]

(iii) The steady-state capital per effective worker is

\[
\tilde{k}^* = \left( \frac{s_K}{n + g_A + \delta} \right)^\frac{1}{\alpha} (1 - s_R).
\]  
\[ (2.19) \]

(iv) The steady-state output per effective worker \( \tilde{y}^* \) is given by

\[
\tilde{y}^* = \left( \frac{s_K}{n + g_A + \delta} \right)^\frac{1}{\alpha} (1 - s_R).
\]  
\[ (2.20) \]

**Proof.** By Proposition 2.7, \( Y = K^\alpha (AL_Y)^{1-a} \) and since \( \tilde{y} = \frac{Y}{AL} = \frac{y}{\lambda} \) and \( \frac{L_M}{L} = 1 - s_R \), we have

\[
\tilde{y} = \tilde{k}^\alpha (1 - s_R)^{1-a},
\]

which proves (i).

Now, \( \tilde{k} = \frac{K}{AL} = \frac{k}{\lambda} \). Taking derivatives with respect to \( t \) on both sides yields
\[ \dot{k} = \frac{KAL - K(\dot{A}L + A\dot{L})}{(AL)^2} = \frac{\dot{K}}{AL} - \frac{KA}{A^2L} - \frac{K\dot{L}}{AL^2}. \]

By Axiom (R_2) equation 2.2, \( \dot{K} = sKY - \delta K \), equation 2.3, \( \dot{L}(t) = nL(t) \), and \( \frac{\dot{A}}{A} = g_A \). Thus,

\[ \dot{k} = sKY - \delta K - \frac{K}{AL}g_A - \frac{K}{AL}n \]

which is equivalent to

\[ \dot{k} = sK\tilde{y} - (n + g_A + \delta)\tilde{k} \]

and hence proves (ii).

Using (ii) and solving for the steady-state \( \dot{k} = 0 \) as indicated by Definition 1.5, yields

\[ \tilde{k} = \left( \frac{s_K}{n + g_A + \delta} \right)^{\frac{1}{1-a}} (1 - s_R). \]

This proves (iii).

Now, substituting 2.19 into 2.17 yields

\[ \tilde{y} = \left( \frac{s_K}{n + g_A + \delta} \right)^{\frac{1}{1-a}} (1 - s_R), \]

as desired. \( \square \)

What remains to be derived is the expression for the share of the population that works in the research sector \( s_R \).
Proposition 2.10. The share of the population that works in the research sector $s_R$ is determined by

$$s_R = \frac{1}{1 + \frac{\gamma - n}{\alpha g_A}}$$

Proof. The proof is given in Appendix A Proposition A.2

\qed
It doesn’t matter how beautiful your theory is, it doesn’t matter how smart you are. If it doesn’t agree with experiment, it’s wrong.

Richard P. Feynman
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Simulations

In this chapter the experimental simulations of the different economic scenarios are presented. In the first section of this chapter, a discussion of the choices of the values for the variables which are used for the purposes of the experiments will occur. These particular values are summarized in Appendix B Table B.1. In the second section, each experiment will be elaborated in detail, that is, the initial conditions and the occurring change(s) shall be explained. The third section will present each simulated experiment and the implications which arise by each model will be analyzed. Lastly, the final section will consider the speed of convergence for the output per effective worker $\bar{y}$ and capital per effective worker $\bar{k}$ within both models.
Choosing Parameter Values

For the production function we choose for the majority of the experiments a value of $\alpha = 0.33$ as investigated by Cobb & Douglas (1928). We will however allow ourselves more freedom in tweaking $\alpha$ in some experiments. More on this later.

Now, we discuss the parameter and variable choices for the Solow model from Chapter 1. From the Solow Postulates 1.2 the exogenous variables are the saving rate $s$, the growth rate of labor $n$, the growth rate of knowledge $g$, and the depreciation rate of capital $\delta$. For the saving rate $s$ we choose data from different countries and similarly for $n$, we choose the growth rate of population from different countries which both are given in Appendix B Tables B.1 and B.2. The mean values of the prior mentioned population growth and saving rates are summarized in Table 3.1, which will also give the ranges of the parameter values in which we will operate.

According to the Swedish Tax Agency Skatteverket, annual depreciation of machinery and other equipment is allowed at 30 percent of the residual value or at 20 percent of the acquisition value. Buildings are depreciated by 2 to 5 percent per year depending on their use. Thus, for the depreciation rate $\delta$, we choose a value between 0.02 and 0.2.

According to Mankiw (2013) the economies of Japan and Germany have experienced one of the most rapid growth rates ever recorded. These values are 8.2 percent and 5.7 percent per year after the events of World War II destroyed most of their capital stock. The United States of America had a very constant growth rate of 2.2 percent per year. For these reasons, the technology growth $g$ will range between 0.01 and 0.05, since rapid growth rates such as the postwar ones are unreasonable for advanced economies.

For the Romer model, in addition to the variables which are in the Solow economy, there are other parameters which have to be taken into consideration. These are $\lambda$, $\varphi$, and the discount rate $r$. The values chosen for these parameters are done in such a way as to approximate the endogenous technological growth rate in the Romer model $g_A$ with the exogenous growth rate of technology from the Solow model $g$. The reason for this choice is that we can approximate as accurately as possible the initial conditions in both models with which the economies start, before the experimental changes occur. Furthermore, this enables to produce a "fair" comparison between the two models.

\[\text{To conduct an even "fairer" comparison would be to change the exogenous technological growth rate } g\]
It is worth mentioning that the reported value of the share of the population engaged in research by UNESCO is 0.1 percent of the global population and OECD (2018) report a value of 8.29 per thousand employed. Furthermore, the Federal Reserve reports a discount rate of 2.5 percent. However, we will not restrict ourselves to these numerical values since it is more important to approximate the technological progress in the Romer model with that of the Solow model for reasons mentioned above.

For the purposes of accessibility, the values of the variable ranges are summarized in Appendix B Table B.1.

<table>
<thead>
<tr>
<th>Country Name</th>
<th>Mean Population Growth</th>
<th>Mean Saving Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>0.013057976</td>
<td>0.43</td>
</tr>
<tr>
<td>European Union</td>
<td>0.003977026</td>
<td>0.22</td>
</tr>
<tr>
<td>Germany</td>
<td>0.002325561</td>
<td>0.24</td>
</tr>
<tr>
<td>India</td>
<td>0.019296831</td>
<td>0.28</td>
</tr>
<tr>
<td>Japan</td>
<td>0.00571623</td>
<td>0.28</td>
</tr>
<tr>
<td>Romania</td>
<td>0.001336249</td>
<td>0.20</td>
</tr>
<tr>
<td>Russian Federation</td>
<td>0.003513161</td>
<td>0.28</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.005065072</td>
<td>0.27</td>
</tr>
<tr>
<td>Switzerland</td>
<td>0.008310902</td>
<td>0.34</td>
</tr>
<tr>
<td>United States</td>
<td>0.010498057</td>
<td>0.20</td>
</tr>
<tr>
<td>World</td>
<td>0.016172349</td>
<td>0.24</td>
</tr>
<tr>
<td>Range</td>
<td>0.001336249 - 0.019296831</td>
<td>0.20 - 0.43</td>
</tr>
</tbody>
</table>

Table 3.1: Simulation Input Data.

Experiments

We consider five simulated experiments. Each of the experiments will be briefly discussed and are summarized in Table 3.2. Each economy begins in a steady-state from time period $t_0 = 0$ until period $t = 5$. During period $t = 5$ certain changes to the models will occur. Table 3.2 summarizes the occurring changes.

**Experiment 1 - An increase in the saving rate.** Economy 1 starts in the steady-state with an output elasticity of capital $\alpha = 0.33$, a population growth rate $n = 0.00134$, a saving rate in period $t = 5$ to the value of the endogenous technological growth rate $g_A$. This however will only impact the actual values within the Solow model and not its core implications. However, in the “Speed Of Convergence” section of this chapter, these adjustments shall be performed. More on this later.
\[ s = 0.20, \text{ a depreciation rate } \delta = 0.1, \text{ and a technological rate of } g = 0.02. \] The choices of the beforehand mentioned values reflect an economy such as that of Romania. Let us suppose that during period \( t = 5 \) a new governmental policy is proposed which increases the saving rate to \( s = 0.4 \).

**Experiment 2 - A decrease in the population growth.** Economy 2 begins in the steady-state with an output elasticity of capital \( \alpha = 0.33 \), a population growth rate \( n = 0.013 \), a saving rate \( s = 0.43 \), a depreciation rate \( \delta = 0.1 \), and a technological rate of \( g = 0.04 \). This experiment reflects an economy such as China. Let us suppose that during period \( t = 5 \) the government of economy 2 proposes a policy which decreases the population growth rate to \( n = 0.009 \). Such a possible policy could perhaps be the one-child policy which was adopted by China\(^2\) in the year 1979.

**Experiment 3 - A change in the parameter \( \alpha \).** In this experiment, we consider the scenario in which the parameter \( \alpha \) of the production function decreases in period \( t = 5 \). In particular, \( \alpha \) will be set from its initial value of 0.33 to 0.25.

**Experiment 4 - A change in the depreciation rate.** This experiment considers the change in the depreciation rate \( \delta \). Let us suppose that the initial values of the economy under consideration are that of Sweden which are summarized in Table 3.1. Furthermore, we assume a technological growth rate \( g = 0.025 \), a value of \( \alpha = 0.33 \) and the initial value for the depreciation rate will be \( \delta = 0.1 \). During period \( t = 5 \) the depreciation rate will be set to 0.20.

**Experiment 5 - An increase in the saving rate and an increase in the population growth rate.** The fifth and final experiment considers a modification to two variables. To be more specific, a change in the saving rate \( s_K \) and the population growth rate \( n \). This is an interesting investigation since the mathematical equations show that these two forces have opposite effects on capital per effective worker and output per effective worker when both are increased or both are decreased. Let us suppose the economy starts with values of \( \alpha = 0.33, n = 0.0075, s_K = 0.25, \delta = 0.1, g = 0.025, \lambda = 0.5, \varphi = 0.85, \) and \( r = 0.1 \). At \( t = 5 \) the values of \( n \) and \( s_K \) increase to 0.0125 and 0.30, respectively.

\(^2\)The one-child policy was then changed to a two-child policy in 2016. It is still a controversy whether or not the one-child policy had any substantial impact on the population growth rate or the population size as found in Whyte et al. (2015) and in Li & Zhang (2006).
Simulation Results

The results of the simulations are summarized in Table 3.3. Before proceeding, some remarks must be made. As mentioned in the limitations section of Chapter 0, the transition dynamics will not be fully analyzed. This means that only the transition dynamics of the capital will be analyzed.

Experiment 1

Within the Solow economy, the initial steady-state values of output per effective worker and capital per effective worker are 1.279 and 2.108, respectively. Whereas in the Romer economy, the initial values are $\tilde{y}^* = 1.198$ and $\tilde{k}^* = 1.973$. The increase in the savings rate increases $\tilde{y}^*$ and $\tilde{k}^*$ in each of the models. In the Solow model, the new values are given by $\tilde{y}^* = 1.780$ and $\tilde{k}^* = 5.932$. In the Romer model we have $\tilde{y}^* = 1.686$ and $\tilde{k}^* = 5.552$. These changes are shown in Figures 3.1, 3.2, 3.3, and 3.4. The results of this experiment are not sur-
prizing since an increase in the savings rate will result in a higher value of $\bar{y}$ and $\bar{k}$ in both models as the mathematical relations derived in the previous two chapters undoubtedly imply.

Figure 3.1: Experiment 1 - Output per effective worker - Solow.

Figure 3.2: Experiment 1 - Capital per effective worker - Solow.

Figure 3.3: Experiment 1 - Output per effective worker - Romer.

Figure 3.4: Experiment 1 - Capital per effective worker - Romer.
Experiment 2

A decrease in the population size will increase the new steady-states of output per effective worker and capital per effective worker in both models. The results are summarized by Figures 3.5, 3.6, 3.7, and 3.8. Although the results of this experiment are the same, as far as the impact on \( \tilde{y} \) and \( \tilde{k} \) goes - not numerically of course - there is a key difference between the two models. Within the Solow economy, the growth rate of technology remains the same at \( g = 0.04 \). However, in the Romer economy, the growth rate of technology decreases to \( g_A = 0.0277 \) and the share of the population which is engaged in research decreases from 0.131737 to 0.091258. Thus, it comes as no surprise that the Solow model is incapable of explaining the technology growth rate. But the result from the Romer model implies that when governments introduce such policies as China did with the one-child policy, there are short-term gains. However, in the long-run, decreasing the population growth rate results in a decrease in the technology rate, as suggested by the Romer model. Of course, as mentioned earlier, these results are only valid in the case that such policies actually have a significant impact on the population growth rate.

![Figure 3.5: Experiment 2 - Output per effective worker - Solow.](image)

![Figure 3.6: Experiment 2 - Capital per effective worker - Solow.](image)

Experiment 3

Henceforth we will not look at the graphs of the steady-states since these will always look similar with different values only. We will however look at the numerical values and compare the implications using the numerical values. The decrease in the parameter \( \alpha \) results in a decrease in the steady-states values of output and capital within both models. Even though
the technology growth rate $g_A$ is unaffected, the share of the population which is engaged in research $s_R$ decreases. This investigation suggests that a change in the parameter $a$ will impact the number of researchers engaged in research. Thus, a decrease in $a$ will result in less humans engaged in research.

**Experiment 4**

This experiment investigated the change in the depreciation rate $\delta$. The increase in the depreciation rate led to a decrease of the steady-state values of output per effective worker and capital per effective worker in both models, as given by Table 3.3. The rate of technology $g_A$ and the share of the population which is engaged in research $s_R$ both remain invariant to a change in the depreciation rate.

**Experiment 5**

The final experiment modified the values of the population growth rate $n$ and the saving rate $s_K$. The increase in both these values raised the steady-states within the Solow model but slightly decreased them in the Romer economy. This implies that when altering two in effect opposing variables it depends by which amount these variables are changed. Furthermore, the technology rate $g_A$ increased and so did $s_R$. The non-invariances of $g_A$ and $s_R$ to changes in the saving rate and population growth rate have already been revealed by experiments 1 and 2.
### Simulation Results - Solow

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Initial Steady State</th>
<th>New Steady State</th>
<th>Initial Steady State</th>
<th>New Steady State</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.27907</td>
<td>1.79954</td>
<td>2.10824</td>
<td>5.93223</td>
</tr>
<tr>
<td>2</td>
<td>1.66357</td>
<td>1.68541</td>
<td>4.67538</td>
<td>4.86394</td>
</tr>
<tr>
<td>3</td>
<td>1.23637</td>
<td>1.15442</td>
<td>1.90210</td>
<td>1.77602</td>
</tr>
<tr>
<td>4</td>
<td>1.43296</td>
<td>1.08203</td>
<td>2.97466</td>
<td>1.26985</td>
</tr>
<tr>
<td>5</td>
<td>1.36711</td>
<td>1.46852</td>
<td>2.57946</td>
<td>3.20405</td>
</tr>
</tbody>
</table>

### Simulation Results - Romer

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Initial Steady State</th>
<th>New Steady State</th>
<th>Initial Steady State</th>
<th>New Steady State</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.19801</td>
<td>1.68549</td>
<td>1.973</td>
<td>5.55169</td>
</tr>
<tr>
<td>2</td>
<td>1.44441</td>
<td>1.59804</td>
<td>4.05946</td>
<td>5.02704</td>
</tr>
<tr>
<td>3</td>
<td>1.15189</td>
<td>1.09366</td>
<td>1.77215</td>
<td>1.68255</td>
</tr>
<tr>
<td>4</td>
<td>1.31839</td>
<td>0.99552</td>
<td>2.73684</td>
<td>1.16832</td>
</tr>
<tr>
<td>5</td>
<td>1.25517</td>
<td>1.19956</td>
<td>2.36824</td>
<td>2.33427</td>
</tr>
</tbody>
</table>

Table 3.3: Simulation Results.

### The Speed Of Convergence

What I wish to present in this final section is a comparison of the speed of convergence between the Solow model and the Romer model. To be more precise, how long does it take for the output per effective worker $\tilde{y}$ to be within 1 percent of the steady-state value $\tilde{y}^*$? Analogously, how long does it take for the capital per effective worker $\tilde{k}$ to be within 1 percent of the steady-state value $\tilde{k}^*$?

In order to perform such an analysis, we need the notion of distance. Hence, the following definition.

**Definition 3.1.** Let $\xi \in \mathbb{R}$. Then, the *modulus* $| \bullet | : \mathbb{R} \rightarrow \mathbb{R}$ of $\xi$ such that $\xi \mapsto | \xi |$ is defined by

$$
| \xi | := \begin{cases}
\xi, & \text{if } \xi > 0 \\
0, & \text{if } \xi = 0 \\
-\xi, & \text{if } \xi < 0.
\end{cases}
$$

Let $\xi, \psi \in \mathbb{R}$. Then, the *distance* $d(\bullet, \bullet) : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ between $\xi$ and $\psi$ such that
$(\xi, \psi) \mapsto |\xi - \psi|$ is defined by
\[
d(\xi, \psi) := |\xi - \psi|.
\]
Furthermore, let $\epsilon \in \mathbb{R}$. Then, $\xi$ and $\psi$ are $\epsilon$-close if
\[
d(\xi, \psi) \leq \epsilon.
\] (3.1)

By Definition 3.1 equation 3.1 the problem of determining the speed of convergence is then formulated using $\xi = \tilde{y}^*$, $\psi = \tilde{y}$, and $\epsilon = d(\tilde{y}^*, \rho \tilde{y}^*)$ such that
\[
d(\tilde{y}^*, \tilde{y}) \leq d(\tilde{y}^*, \rho \tilde{y}^*) \iff |\tilde{y}^* - \tilde{y}| \leq |\tilde{y}^* - \rho \tilde{y}^*|,
\]
where $\rho$ is the percentage - written as a decimal - within which we wish the convergence to be. In our case, we wish to be within 1 percent and thus $\rho = 0.99$. Similarly, for the speed of convergence for capital we have
\[
d(\tilde{k}^*, \tilde{k}) \leq d(\tilde{k}^*, 0.99 \tilde{k}^*) \iff |\tilde{k}^* - \tilde{k}| \leq |\tilde{k}^* - 0.99 \tilde{k}^*|.
\]

In other words, we must find the particular time $t$ at which the values of $\tilde{y}$ and $\tilde{k}$ satisfy the above inequalities. The results of convergence are presented in Table 3.4 below.

A remark: In experiments 2 and 5, the technological growth rate $g_A$ within the Romer model was not invariant. Hence, in order to have a "fair" comparison, I also changed the technological growth rates $g$ in period $t = 5$ within the Solow model in experiments 2 and 5 to the ones given by the Romer model for the purposes of analyzing the speed of convergence. These adjustments are listed in Table 3.4 as "Solow adjusted $\tilde{y}$ speed" and "Solow adjusted $\tilde{k}$ speed". "Solow $\tilde{y}$ speed" and "Solow $\tilde{k}$ speed" refer to the instances in which the technology growth rate $g$ in the Solow model has not been changed during period $t = 5$.

From Table 3.4 we can conclude that within both models, capital per effective worker $\tilde{k}$ takes longer to converge to the new steady-state than output per effective worker $\tilde{y}$. In experiments 1 and 4, the speed of convergence is equal within both models. During experiment 3, the Romer economy converged faster to the new steady-state by 3 years. In experiments 2 and 5, where the technological growth rate $g_A$ of the Romer model is not invariant, there ex-
Table 3.4: Convergence Results.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Solow $\bar{y}$ speed</th>
<th>Romer $\bar{y}$ speed</th>
<th>Solow adjusted $\bar{y}$ speed</th>
<th>Solow $\bar{k}$ speed</th>
<th>Romer $\bar{k}$ speed</th>
<th>Solow adjusted $\bar{k}$ speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>38 years</td>
<td>38 years</td>
<td>–</td>
<td>51 years</td>
<td>51 years</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>3 years</td>
<td>20 years</td>
<td>18 years</td>
<td>13 years</td>
<td>32 years</td>
<td>29 years</td>
</tr>
<tr>
<td>3</td>
<td>6 years</td>
<td>3 years</td>
<td>–</td>
<td>20 years</td>
<td>17 years</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>22 years</td>
<td>22 years</td>
<td>–</td>
<td>29 years</td>
<td>29 years</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>20 years</td>
<td>0 years</td>
<td>4 years</td>
<td>32 years</td>
<td>4 years</td>
<td>14 years</td>
</tr>
</tbody>
</table>

Convergence Results - Solow & Romer

Table 3.4: Convergence Results.

ists large differences between the two convergence speeds. The Romer model converges slower in experiment 2 and in experiment 5 the Romer model converges faster than the Solow model - by a substantial amount in both cases. However, if one adjusts the technological growth rate $g$ within the Solow model with that of the Romer model, then the speeds of convergence are fairly close within both models.
The conclusion of the prior investigation is summarized in the following. The experiments have served their purpose in fulfilling the aims which were set in the introduction section of Chapter 0, that is, they have indicated how the two models can be used to analyze different economic scenarios.

In particular, experiment 1 shows the implications of an increase of the saving rate. As the simulation and the mathematical equations show, this results in an increase in both output and capital per effective worker in both models.

The second experiment investigated the scenario of a decrease in the population growth rate. The results of a decrease in the population growth rate produced a higher output per effective worker and capital per effective worker in both, the Solow and the Romer economy. Furthermore, the experiment showed that such a decrease also results in a decrease of the technological rate and the share of the population which is engaged in research. This result was showcased by the Romer model, whereas the Solow model suffers from the incapability to explain the nature of the technological growth rate. Thus, the technological growth rate and the share of the population engaged in research are not invariant to a change in the population growth rate.
Experiment 3 showed that a decrease in the output elasticity of capital will decrease the steady-state values in both models and additionally, the Romer model suggests that such a decrease will unavoidably decrease the share of the population which is engaged in research.

The fourth experiment illustrated the case of the change in the depreciation rate. An increase leads to the decrease of the steady-state values of output and capital per effective worker and a decrease will increase them. Furthermore, the technology growth rate and the share of the population engaged in research remain invariant to the change in the depreciation rate.

Lastly, the final and fifth experiment investigated the increase in the population and saving rates simultaneously. This implied that when changing two opposing forces within a model it has to be precautioned by which amount these variables are changed in order for a positive result to occur.

Furthermore, this report, in particular Chapter 3, summarizes the necessary restrictions - using real world data - which a simulator utilizing the Solow and Romer models should set. That is, the values of the output elasticity of capital, the population growth rate, the saving rate, the growth rate of technology, the depreciation rate, the parameters of the Romer model, and also briefly discusses the realistic choices for the discount rate and the share of the population which is engaged in research and development. This in particular answers one of the questions raised in the problematization section of Chapter 0, "Which values for the parameters are 'reasonable' choices?".

Another problem which was laid out in the problematization section of Chapter 0 was that of the speed of convergence. Chapter 3 section "The Speed Of Convergence" provides a method for analyzing such problems. In experiments 1 and 4 the models converged at the same speed. In experiment 3, the Romer economy converged faster to the new steady-state by a small amount. Within experiments 2 and 5, where the technological growth rate was not invariant, there was a substantial difference between the two models. The Romer model converged slower by a substantial amount in experiment 2 and faster in experiment 5. However, if the growth rate of technology within the Solow model was adjusted, then both models converged almost at the same speed.

What remains to be answered is the final question raised in Chapter 0: "Which model is more adequate for the purpose of analyzing different economic scenarios using a simu-
lated environment?”. The answer is that both models have the necessary capabilities for such an undertaking. However, if one desires to know the impact and the nature of technological growth, then the Romer model is better suited for the problem at hand since the Solow model is ill-suited for such an investigation. Additionally, the Romer model can give insights into the implications of the share of the population which is engaged in research. On the other hand, if the technological progress may be treated as exogenous, then the Solow model might be the better tool for the problem at hand given its simplistic nature. In short, one should use the right tool for the right job.

To summarize, this paper showed that both models can be used for the investigation of different economic scenarios and it gathers the necessary restrictions for the input variables to the models. Furthermore, Chapter 3 provides a mathematical method for analyzing the speed of convergence. The simulations confirm what Solow (1956) proposed: That technological growth is one of the key factors for economic growth. Furthermore, this report illustrated the deficiencies of the Solow economy and showcased the benefits of the more modern Romer (1990) model, which indicates that the next logical step was to endogenize the growth rate of technology, although its introduction into economic growth theory had to be postponed as explained by Romer (1994).

Further Investigations

Given that this paper simulates the economic scenarios only on a partial transition dynamics, it does not capture the entire phenomenon of economic growth. An interesting aspect which is not included is that of the complete transition dynamics from one steady-state to the other as used within the Romer (1990) and Jones (1995) papers. An investigation into the simulation of the transition dynamics - especially that of the Romer model - is an interesting and possibly fruitful pursuit which one may consider.

Lastly, it is argued and partial evidence suggests that the population does not grow exponentially at every point in time as assumed in the Solow and Romer models (Mulligan, 2006). There exists a second model for population growth called logistic population growth. In this model, the population grows exponentially until a certain period of time and reaches a point of change, where the population growth does not grow exponentially anymore and starts to grow at a slower rate until it reaches some certain upper bound - a supremum to be precise.
which could possibly indicate the Earth's maximum capacity to provide humans with land and other natural resources. An intriguing investigation following this discussion is to modify the assumptions of growth models which assume exponential population growth to the logistic growth model and simulate such scenarios. Such analysis would indicate the interaction between different fields, such as economics and demography.


This appendix includes proofs of two facts: That the Cobb-Douglas function as defined by equation 1.12 in Chapter 1 satisfies Solow Axioms \((S_1)\) and \((S_4)\), and that the share of the population that is engaged in research \(s_R\) from Chapter 2 is given by the relation from Proposition 2.10.

**Proposition A.1.** The Cobb-Douglas function

\[
F(K, AL) = K^\alpha(AL)^{1-\alpha}, \quad \forall a \in \mathbb{R} : 0 < \alpha < 1
\]

satisfies the returns to scale assumption given by equation 1.2 and the Inada conditions given by Axiom 1.2 \((S_2)\).

**Proof.** Let \(\zeta \in \mathbb{R}\). Then,

\[
F(\zeta K, \zeta AL) = (\zeta K)^\alpha(\zeta AL)^{1-\alpha}
\]

\[
= \zeta^{\alpha}(\zeta AL)^{1-\alpha}
\]

\[
= \zeta K^\alpha(AL)^{1-\alpha}
\]

\[
= \zeta F(K, AL).
\]

Also, \(x = (0, 0)\) implies \(F(x) = F(0, A0) = 0^\alpha(A0)^{1-\alpha} = 0\).
Note that $\frac{\partial F(K, AL)}{\partial K} = aK^{a-1}(AL)^{1-a}$ and since $0 < a < 1$, this implies $\frac{\partial F(K, AL)}{\partial K} = aK^{a-1}(AL)^{1-a} > 0$.

The second derivative is $\frac{\partial^2 F(K, AL)}{\partial K^2} = (a - 1)aK^{a-2}(AL)^{1-a} < 0$, since $0 < a < 1$ implies $(a - 1) < 0$.

In a similar fashion, $\frac{\partial F(K, AL)}{\partial L} = (1 - a)AK^a(AL)^{-a} > 0$ and the second derivative is $\frac{\partial^2 F(K, AL)}{\partial L^2} = -a(1 - a)A^2K^a(AL)^{-a-1} < 0$.

The limits are

$$\lim_{K \to 0} \frac{\partial F(K, AL)}{\partial K} = +\infty$$

and

$$\lim_{L \to 0} \frac{\partial F(K, AL)}{\partial L} = +\infty,$$

since $\lim_{K \to 0} K^{a-1} = +\infty$ and $\lim_{L \to 0} (AL)^{-a} = +\infty$, respectively.

Similarly,

$$\lim_{K \to +\infty} \frac{\partial F(K, AL)}{\partial K} = 0$$

and

$$\lim_{L \to +\infty} \frac{\partial F(K, AL)}{\partial L} = 0,$$

since $\lim_{K \to +\infty} K^{a-1} = 0$ and $\lim_{L \to +\infty} (AL)^{-a} = 0$.

This completes the proof. \(\Box\)

The particular shape of a typical production function satisfying the constant returns to scale assumption and the Inada conditions is graphed in Figure A.1. For a graph of the Cobb-Douglas function see Figure A.2.
Proposition A.2. The share of the population that is engaged in research $s_R$ is determined by

$$s_R = \frac{1}{1 + \frac{r-n}{s_R a}} \quad (A.1)$$

Proof. The share of the population that is engaged in research is obtained by setting the wage from the final-goods sector $w_Y$ equal to the wage in the research sector $w_R$. The wage $w_Y = (1 - a)\frac{Y}{L_Y}$ is given by Proposition 2.4 (i) equation 2.6. Now, researchers earn a wage based on the value of the designs they discover. The wage earned by labor in the research sector is equal to its marginal product $\theta A^p$ multiplied by the value of the new ideas created $P_A$ such that $w_R = \theta A^p P_A$. Setting $w_R = w_Y$ yields

$$\theta A^p P_A = (1 - a)\frac{Y}{L_Y}$$

From equation 2.14, $P_A = \frac{\pi}{r-n}$. Hence,

$$\theta A^p \frac{\pi}{r-n} = (1 - a)\frac{Y}{L_Y}$$

and by Proposition 2.6 equation 2.11, $\pi = a(1 - a)\frac{Y}{A}$. Hence,

$$\theta A^p \frac{a(1 - a)\frac{Y}{A}}{r-n} = (1 - a)\frac{Y}{L_Y} \iff \theta A^p \frac{a\frac{Y}{A}}{r-n} = \frac{Y}{L_Y} \iff \theta A^p \frac{a}{A} \frac{1}{r-n} = \frac{1}{L_Y}.$$ 

Now, $\frac{\theta A^p}{A} = \frac{\delta_A}{L_A}$ and $\frac{\theta A^p}{L_Y} = \frac{s_R}{1-s_R}$ imply
\[
\frac{A^\theta}{A} \frac{a}{r - n} = \frac{1}{L_Y} \iff \frac{g_A}{L_A} \frac{a}{r - n} = \frac{1}{L_Y} \\
\iff \frac{g_A a}{r - n} = \frac{L_A}{L_Y} \\
\iff \frac{g_A a}{r - n} = \frac{s_R}{1 - s_R} \\
\iff 1 - s_R = \frac{r - n}{s_R} = \frac{ag_A}{ag_A + r - n} \\
\iff s_R = \frac{1}{1 + \frac{r - n}{ag_A}}.
\]

This completes the proof. \(\square\)
Appendix B summarizes the data used for the purposes of the simulated experiments in Chapter 3. The data for the population growth rate and the saving rate have been made available by World Bank. The summary of the ranges\(^1\) for the variables used in the simulations is given in Table B.1 and the discussion for the choices is presented in Chapter 3 under the heading “Choosing Parameter Values”.

<table>
<thead>
<tr>
<th>Output elasticity of capital</th>
<th>Population Growth Rate</th>
<th>Saving Rate</th>
<th>Technology Growth Rate</th>
<th>Depreciation Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>0.001336249 - 0.019296831</td>
<td>0.20 - 0.43</td>
<td>0.01 - 0.05</td>
<td>0.02 - 0.20</td>
</tr>
</tbody>
</table>

Table B.1: Summary Of Simulation Input Data.

\(^1\)These values are not strict guidelines and freedom of choice and experimentation should always be prioritized over such constraints.
<table>
<thead>
<tr>
<th>Year</th>
<th>China</th>
<th>Europe</th>
<th>USA</th>
<th>United States</th>
<th>World</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960</td>
<td>1.5387686</td>
<td>0.7268686</td>
<td>0.19495299</td>
<td>0.89248936</td>
<td>0.53882464</td>
</tr>
<tr>
<td>1970</td>
<td>-1.1183728</td>
<td>0.8642934</td>
<td>2.9018941</td>
<td>0.6016688</td>
<td>3.0296709</td>
</tr>
<tr>
<td>1980</td>
<td>0.0204550</td>
<td>0.8869256</td>
<td>0.8749169</td>
<td>0.3799949</td>
<td>0.5158948</td>
</tr>
<tr>
<td>1990</td>
<td>2.4576774</td>
<td>0.8739309</td>
<td>0.2857596</td>
<td>0.0468349</td>
<td>1.6477754</td>
</tr>
<tr>
<td>2000</td>
<td>2.2086629</td>
<td>0.7985091</td>
<td>0.6876682</td>
<td>0.2133327</td>
<td>0.1149438</td>
</tr>
<tr>
<td>2010</td>
<td>2.3813681</td>
<td>0.8295723</td>
<td>0.3319004</td>
<td>0.0474697</td>
<td>0.1368264</td>
</tr>
<tr>
<td>2020</td>
<td>2.7783118</td>
<td>0.7680953</td>
<td>0.2345680</td>
<td>0.0797238</td>
<td>0.3168448</td>
</tr>
</tbody>
</table>

Figure B.1: Population Growth Data.
<table>
<thead>
<tr>
<th>Year</th>
<th>China</th>
<th>European Union/ Germany</th>
<th>India</th>
<th>Japan</th>
<th>Romania</th>
<th>Russian Federation</th>
<th>Sweden</th>
<th>Switzerland</th>
<th>United States</th>
<th>World</th>
</tr>
</thead>
</table>

**Figure B.2:** Saving Rate Data.
Smooth between sea and land
Is laid the yellow sand,
And here through summer days
The seed of Adam plays.

Here the child comes to found
His unremaining mound,
And the grown lad to score
Two names upon the shore.

Here, on the level sand,
Between the sea and land,
What shall I build or write
Against the fall of night?

Tell me of runes to grave
That hold the bursting wave,
Or bastions to design
For longer date than mine.

Shall it be Troy or Rome
I fence against the foam,
Or my own name, to stay
When I depart for aye?

Nothing: too near at hand,
Planing the figured sand,
Effacing clean and fast
Cities not built to last
And charms devised in vain,
Pours the confounding main.

A.E. Housman