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Abstract

While operating a vehicle it is important to pay close attention to things such as driving environment, other vehicles and your own vehicle. Developing a high level of situational awareness can be very beneficial for driving safety as it helps with making decisions.

The purpose of this thesis is to investigate and explore how we can use augmented reality to increase the situational awareness of a heavy vehicle operator. Our approach to solving this problem is to use the double diamond design method along with a literary investigation in order to solve the correct problem, in the best way possible. For evaluation we did user testing and questionnaires to measure mental workload and situational awareness. In this work we produced a prototype augmented reality application which we used in our tests. User feedback were almost entirely positive.
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1 Introduction

In order to safely operate a heavy vehicle, developing situational awareness (SA) is beneficial. SA helps with making decisions both in the present and future. A key part of SA is perception [1]. Augmented reality (AR) has the potential to increase visual perception for the operator and thus also potentially increase SA as well. A higher level of SA can also lead to better performance in certain tasks. This thesis follows the double diamond design process [2] as well as a literary investigation. We produced a AR prototype application which were used in user testing. In the tests users were asked to identify boxes and their drop off locations using our AR application and then deliver the correct box to the correct location. The testers were then asked to answer three questionnaires. SART for SA [3], Nasa-TLX for mental workload [4] and a general one of our own making about the application.

Section 2 describes the background to relevant areas for this work such as situational awareness, mental workload, perception, goals, augmented reality and computer vision. Section 3 describes related work in augmented reality. Section 4 describes our problem definition and limitations. Section 5 is the scientific and practical method used in this thesis. Section 6 describes the ethical considerations. Section 7 deals with practical implementations and system architecture of the application produced in this thesis. Section 8 describes our results and section 9 discusses them. Conclusions are provided in section 10 and suggestions for future work are provided in section 11. Some basic understanding of linear algebra and 3D rendering is helpful while reading this thesis, although it is not required.

2 Background

2.1 Situational Awareness

Situational awareness (or situation awareness) (SA) is a psychological construct which encompasses the ability to perceive and comprehend what is going on around the person[1]. SA construct can be used in many different situations and systems such as driving, search and rescue, law enforcement and cyber security. There is a three stage model for SA[1]. The model consists of

1. Level 1 SA - Perception
2. Level 2 SA - Comprehension
3. Level 3 SA - Projection

Level 1 SA: Perception

The first step in achieving SA is to perceive the relevant elements and their status in the environment. For example perception can be, but not limited to seeing an object with your eyes, on a radar, on a camera, getting an alert. Elements can be things such as objects but also the location and altitude of an aircraft such as your own or others.

Level 2 SA: Comprehension

The comprehension stage involves the operator understanding the significance of the elements perceived from level 1. It’s not enough to simply see the objects. For example a driver must perceive and understand the different objects around her. In order to be as safe as possible she would need to see the stop sign as well as comprehending its meaning or understanding what a certain alarm might mean.

Level 3 SA: Projection

The final stage is to project the elements and their meaning into the future. For example seeing a small child running towards a busy street and knowing that you should stop
your vehicle. SA is closely linked both to human performance and decision making [1]. A critical factor in making adequate decisions in critical situations is both generating and maintaining SA. By generating and maintaining SA a operator can project likely events in the near future [5]. SA is not always linked to performance however, because an operator might lack the required skill in order to capitalize on an increase in SA.

In order to generate SA an operator first have to perceive what is going on around them. Depending on the situation, perception can come in different formats such as visuals, tactile and auditory inputs. When it comes to visual perception humans can be surprisingly unaware of details and changes to the environment [6].

Visual Perception and Comprehension

Perception is not a simple matter. We live in a very complex world where every “object” can be classified or perceived in an infinite number of ways [7]. Even a object can be infinitely complex and we have to simplify the world through our perceptions. We perceive meaningful phenomena, not the objective world [8] and when we see, we do not see much of what is there [9]. In order to manage the complexity of the world the perceiver learns what resolution level is relevant to a given operation. Goals take part in controlling our perceptions [8] and also our comprehension [10]. We tend to see objects, tools and events that will help our goals or stand in the way. If it is not relevant to our goal it might pass by our perception even if we are looking directly at it [11]. In most cases we can only handle about seven plus minus two objects or events [12] so if something behaves predictably, it may be eliminated from attentive awareness [13]. For example, the color of the wall might not be relevant to any of our goals so we might not pay any attention to it, even if it changes color.

2.2 Situational Awareness and Performance

While doing an activity such as driving, SA has relevance for doing it safely [14]. SA helps with comprehension and decision-making [3]. In order to drive safely a driver combines long-term goals with short term goals as they are driving [15]. The relationship between SA and performance is not always direct. In certain situations an increase in SA only increases performance if the user has technical and operational capabilities to take advantage of the increase in SA [1]. The same study also found that if the subject realized that they had low SA they could take actions to increase their SA and performance. A study of aircraft accidents revealed that when human factors were the cause (not including mechanical errors) errors in SA (among the aircrew or controllers) were the leading cause [16]. In the SA-related accidents 72% involved level 1 errors (Failure to correctly perceive the situation), 22% involved level 2 errors (failure to correctly comprehend the situation) and only 6% involved level 3 errors (failure to project situation into the future).

2.3 Mental Workload

Mental workload (MWL) is a psychological construct which encompasses the perceived demand or effort on a person doing a certain task [17][4]. MWL is affected by the task at hand which in turn is affected by its objective, duration, information, equipment and personal resources. Each of these variables may contribute directly or indirectly to MWL and to performance.

2.4 Measuring Constructs

There are different techniques for measuring SA. Some techniques are physiological techniques, performance measures, global measures, external task measures, imbedded task measures, self-rating, observer-rating and questionnaires [3].
Situation awareness rating technique (SART) is a post-trial subjective rating technique [18]. A questionnaire is administered post trial which measures the subjects own rating of instability of situation, complexity of situation, variability of situation, arousal, concentration, division of attention, spare mental capacity, information quantity and familiarity with situation. All questions are on a seven scale rating. The ratings are later combined and calculated to a measure of SA. SART is a non-intrusive method and does not refer to a specific situation but rather on generic characteristics [3][18].

Situation awareness global assessment technique (SAGAT) is a method where you have run a simulation and at some random point you pause the simulation and blank out the system displays [19]. The pilot is then asked a series of questions in order to determine his knowledge of the situation at that moment in time. After the simulation is complete the answers are evaluated on the basis of what was actually happening in the simulation. You compare the pilots answers to the data collected from the situation. A composite SAGAT score is then determined for the system. This process is then repeated a number of times for each pilot operating the system. Performance measures can be used to infer SA [3]. They have the advantage that they are objective but performance is not always correlated to a higher level of SA.

In order to measure MWL a subjective questionnaire called Nasa-TLX is commonly used [4] [20]. The first part of Nasa-TLX measures subjective mental effort, physical demand, temporal demand, performance, effort and frustration. The second part allows the subject to compare each dimension to each other. This is done in order to place weights on each of the dimensions of the test. The second part can be skipped and the test is often then referred as raw-TLX [21]. The test can be administered by pen and paper or through software. You can also measure MWL by using performance-based and physiological measures [22].

2.5 Augmented Reality

Augmented Reality (AR) is a technique where you integrate 3D virtual objects with a real 3D environment [23]. A example could be a display with a camera feed where you draw 3D objects to give the illusion them really being there. Some movies makes use of AR. AR is related to Virtual Reality (VR). In common VR systems like HTC vive [24] you wear a head-mounted-display (HMD) with two small screens embedded, one for each eye or one bigger screen for both eyes. The HMD tracks your head movement and will display a virtual environment to the user. VR does not allow the user to see the world around them. This is suitable for video games and other simulations. AR allows you to introduce 3D-models or 2D-models on top of the real world. You can use this to augment certain things rather than to completely replace it. Although AR is commonly used as a visual augmentation tool, it is possible to use it for other senses as well [25]. There are many different ways of generating a AR system. You can think of it as two different systems. The real world system and the artificial world system. One of the challenges in AR is synchronizing these two worlds. One way is to wear a HMD which tracks the user’s position and rotation. You will then know which part of the artificial world you need to present. Another way is to have markers such as symbols and images which a camera can detect and through image processing you can map the marker to a position and an object and then display that on top of any camera feed.

The second part of AR systems is to present the artificial world. There are two common ways of doing this. The first one is to combine the camera feed and the augmented reality feed to a single stream and then present it on a screen. The second part is to present the augmented reality stream to a partly transparent screen commonly worn before the eyes. This way have the advantage that if the camera were to stop working, you can still see the world.
For this paper we will focus on AR systems which can do the following:

1. Combine real world and artificial world as one image
2. Is in real time
3. Can present objects in 3D space or 2D space
4. Can detect some type of marker in the real world

2.6 Computer Vision

A key element of AR is the ability to find out where you should render your models. A common way to solve this problem is to use Computer Vision (CV) techniques. Computer vision tasks include methods for acquiring, processing, analyzing and understanding digital images [26]. CV is commonly used to track objects, estimate 3D poses, motion estimation and more. 3D pose estimation is to determine the transformation (relative position and orientation) from a 2D image [27].

3 Related Work

3.1 Augmented Reality for Situation Awareness in the Security domain

There has been research for using AR to help increase SA and collaboration for operational units in the security domain [28]. They evaluated their results in two different rounds. In the first round, they evaluated their system together with experts from different operation units in the security domain. The second round focus on the effect of AR on collaboration and SA within the teams. The scenarios tested are done in pairs. For example: One police officer is at a scene with some tasks to be done such as investigate a “safe house” in which a witness needs to be safely accommodated. A remote police officer shares his field of view and can communicate through audio. The environment can be augmented by placing shapes such as text or arrows in 3D. Only the remote participant could manipulate the virtual content through a 2D interface. The results showed that the participants had lower levels of arousal while using the AR system as well as lower level of focus, attention and mental capacity compared to when they were not using it.

3.2 Augmented Reality for supporting collaboration in rescue services

AR systems has also been used to develop multi-user applications to help collaborate crisis rescue teams [29]. The AR application provided workers from different organizations with a personalized view in order to avoid cross-organizational mistakes. The rescue workers all saw the same map but the symbols used in the system were unique for each organization. This was done in order to avoid conflicts of symbol meanings. The AR application was able to support collaborative work between police, rescue services and military.

3.3 Augmented Reality and Education

In the past decade, an increasing number of research has been done on digital game-based learning [30]. Some of these has been done in the field of AR. Studies have shown that digital game-based learning can be a more effective tool for teaching students, in terms of motivating students compared to traditional methods [31]. Another study showed that using an AR system to teach children about bacteria kept the students more interested than traditional books [32].
4 Problem formulation

Since increasing the situational awareness of a heavy vehicle operator can be very beneficial in terms of safety and productivity we intend to investigate how we can use augmented reality to help solve these issues. Since vision are our most dominant sense we believe that we can best improve awareness through a visual medium [33]. Working with the other senses such as feeling or hearing can be impractical compared to vision since a heavy vehicle can be noisy and / or vibrate. Vision is the most readily available sense and its also plays foundational role in many SA situations. In order to verify our ideas we intend to construct a prototype with CrossControls display platform and use it for testing. In short, the goal of this thesis is to:

- Investigate how can augmented reality enhance a heavy vehicle operators’ situational awareness?

4.1 Limitations

Since situational awareness is a subjective psychological construct it will not be easy to get hard proof of any results. However we believe that by using multiple questionnaires for evaluation we can get better results. Inconsistent data would point towards a flaw in either the formulation of our tests, questionnaires or the application. Consistent data would indicate more reliable results.

5 Method

In order to solve our problem of increasing the situational awareness of a heavy vehicle operator we decided to use the double diamond method [2]. We started to sketch on as many prototypes as possible while in parallel we conducted a literary review on current and former research. We believed both were necessary in order to solve our problem. A literary review was necessary to understand situational awareness and to look at how others have solved similar problems. The sketching phase was to make sure we solved the correct problem, in a good way.

After the initial phase it became clear to us that we could use AR to increase SA by helping to identify elements. By rendering models we could help increase level 1 SA and potentially level 2 as well. We found no simple way to increase level 3 SA by using AR so we decided to only focus on level 1 and 2 for the moment. Our literary investigation also revealed that perception are linked to cognition [34] [35].

By helping the user to perceive we could also help cognition and possibly lower mental workload as well. By using 3D models to enhance perception we also had to keep in mind the fact that there can be cultural differences in symbols and their interpretation. We decided to keep our models as simple as possible to avoid any misunderstandings.

Once we had clearly defined our problem to solve we could move on to the development phase.

We began our development phase by analyzing our hardware limitations. We wanted the application to be able to run on Windows 7 and on 32-bit architecture. Our goal was to be able to run our application on CrossControls display platform XM. The display computer has an Intel Atom E3826 dual core 1.46 GHz, 2GB of ram and Intel® HD Graphics Gen 7 integrated GPU. Using a display platform rather than a HMD was the better choice since many modern heavy vehicles are outfitted with displays or it is easily added. It would make for a more portable solution than a HMD would. It also allows the user to choose when they want to use AR, since they can look at the screen or look through the window. With a HMD you would have to remove it. We continued our literary investigation of existing
related works, both in academic and non-academic fields. We started to look at different frameworks that could support AR and also frameworks for 3D and 2D rendering. We found the AR platform Vuforia which worked well together with Unity3D. Unfortunately Vuforia lacked publishing support for Windows. That meant if we wanted to use Vuforia and Unity3D together we had to run our application in Unity’s editor. We also investigated TensorFlow which support for recognizing objects but no image processing support. TensorFlow also lacked support for 32-bit architectures. Finally we looked at openCV [36], Java and C#. Since we wanted to use Unity3D for rendering we looked at the C# wrapper Emgu. We managed to get it working together with Unity3D and running on our display platform. However since we were worried about the performance and there were more examples and documentation for C++ we decided to use the normal openCV C++ library. For rendering we used OpenGL and for window and event handling we used freeglut. Using OpenGL also allowed us more control of the rendering process, since we could write all the rendering code ourselves. We then started to develop our application using the libraries. Our implementation was inspired on the method presented in the book “Mastering OpenCV” [37]. Once we had a working prototype we designed a test case for evaluation. We also looked at different methods of measuring SA and mental workload. We decided on using SART and NASA-TLX for evaluation of our prototype. We used questionnaires for evaluation since it was non-intrusive on our test. If was also very scalable and a common method for measuring constructs. In our test the subjects were asked to retrieve three packages among a selection of six. They had to identify the correct packages and also deliver them to the correct position. To help them they had a wagon with a computer and camera pointing forward. The computer ran our application which helped to identify the packages and the drop-off locations using AR. The drop-off points were rendered as colored squares with floating 3D text above them. The time and number of errors were noted in order to estimate performance. After the test, each subject were asked to fill in three questionnaires, SART, Nasa-TLX and one of our own making. Our own questionnaire asked some general questions about the system and how the users felt about the application. Questionnaires were used because of their non-intrusive nature and their ease of administration. Using a technique such as SAGAT was not very practical to administer in a test scenario such as ours. At this point I made an error. I downloaded a SART questionnaire that only had 9 questions. The original SART is supposed to have 10 questions.

By combining objective measures of number of errors along with subjective questionnaires measuring SA and MWL we believed we could achieve a good picture of the system and its benefits and problems. We could then analyze the data and if the results were matching on all dimensions we could make the hypothesis that our system was beneficial. If the data was conflicting we knew something was wrong with our system or with our tests.

6 Ethical Considerations

The participants of our study were informed that participation is voluntary, anonymous and that they could withdraw at any point of our study. They were also informed of the purpose of the questionnaires. This was the case both during our test, during the questionnaires and during the interview. Age and gender where in the questionnaire but no other personal information were noted. With their consent we videotaped the test but we put a black box on top of their faces.
7 Implementation

Since we wanted our solution to be able to run on as many platforms as possible we decided to write a 32-bit application. Our available operating systems were Windows 7 Embedded and Linux. We chose Windows 7. For computer vision we used OpenCV and for rendering we used OpenGL.

7.1 System architecture

The application was divided into three different modules. One module for rendering, one for detecting marker and one for controlling each sub-module. The rendering module uses OpenGL in order to render 3D and 2D objects. The marker detection module uses openCV for image processing. For easier window handling and openGL context creation freeGlut was also used. The application was written in C++.

7.2 Marker Detection

The algorithm for finding and estimating a marker’s position for each frame is

1. Convert image to grayscale
2. Perform Threshold
3. Find contours
4. Find markers
5. Estimate position

1. **Convert to grayscale**
   Does a weighted normalization to convert a colored image to greyscale.

2. **Perform Threshold**
   Does a binary threshold which will set each pixel to 1 if it is above a certain threshold and 0 if below.

3. **Find Contours**
   Finds all the contours by following the edges of the image.

4. **Find Markers**
   Takes all the contours which have four corners and does a perspective warp to get a flat undistorted image. I.E. transforms the image back to image space from world space. Each image is then split into a grid of 5x5. Each section is then matched towards a matrix that is associated with a marker.

5. **Estimate Position**
   Once we have identified a marker its position and rotation relative to the camera is estimated and stored in a 4x4 matrix. This operator is done by using a 3D reconstruction algorithm which requires that you have calculated camera variables such as focal length and intrinsic camera parameters.

After each of these steps are completed the marker detection module returns a list with all the detected markers. The list is then passed to the render module where each marker has an associated model and shaders. The rendering module then renders each detected marker as a model with the estimated transformation. If any marker is lost it is still rendered at the last known position for an additional 0.10 seconds. We did this because sometimes the marker detection fails to recognize the marker even though it is visible. This trade-off made the rendering more stable.

### 7.3 Rendering

Once we know the estimated position of our marker it is time to render it. The rendering is done with OpenGL and works similarly to any standard rasterization-based 3D rendering system. The projection matrix is constructed once and the model matrix is supplied by the marker detection module. The model is then rendered with a vertex and fragment shader. The camera stream are rendered first with an orthographic projection and without writing to or testing the depth buffer. The models are rendered then with both writing to and testing the depth buffer.

### 7.4 Application features

The application is able to load in meshes (3D-objects) from a file. One or more meshes can be assigned to a marker, for example a letter and a square are assigned to drop-off locations. There are multiple shaders to choose from and they support texturing. The rendering system is capable of rendering both 3D objects and 2D objects and the same mesh can be used for multiple markers with different scale and / or shader. Shaders can be loaded from files or written directly into the code.

### 8 Results

#### 8.1 Questionnaire

The questions and answers were translated from Swedish to English.
How did the application relate to the task at hand?

- Good
- Good
- Good, high precision
- Good
- It clearly showed that it wanted to help
- It did its job
- It did what it was supposed to do
- Clear and easy to understand
- It helped me to easily find the correct spot for each box
- It made a simple task a bit more complex
- Good, it helped me complete the task

Table 1: Questionnaire results

What was good with the application?

- Showed clear information and was easy to use
- Easy to understand the task
- Easy to use, little preparation needed
- The visual colors, it drew your attention to what need to be done
- The receipt it gave that the correct box was at the correct location
- Identified the box so that I did not have to remember which box I carried
- With receiving a box, you can plan your route
- Precise, clear colors together with text and frames made it easy
- It was clear which location belonged to which box thanks to the colors
- Responsive, adapted to the environment

Table 2: Questionnaire results

What was bad with the application?

- I don’t know
- Nothing from my perspective
- Sometimes hard to remember what letter you had picked up
- Nothing
- Unnecessary to show the names of the boxes. It made me put energy into trying to remember which box I had
- I wanted feedback whether I had placed the correct box at the correct location
- If it was logistics, maybe you should have a map?
- Markers disappeared when I came to close to the markers
- You rely entirely on the application to solve the problem, not as an addition
- In some angles It had trouble reading the markers

Table 3: Questionnaire results
How would you describe the application?

Identify objects and place them on the correct location, could be used in warehouses
Simple, easy to understand
Easy to use, reliable
Self-instructing
Operator-support and quality assurance in transportation
Interesting insight into new technology
Aid to help deliver the correct box to the correct location
Good, this aid will probably help you make the correct delivery
A good aid for sorting huge amounts of packages
Aid to help transport and secure correct deliveries
Exciting, I have never used anything like it before

Table 4: Questionnaire results
### 8.2 SART

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>Min</th>
<th>Max</th>
<th>Range</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instability of Situation</td>
<td>3.18</td>
<td>1</td>
<td>7</td>
<td>6</td>
<td>1.83</td>
</tr>
<tr>
<td>Complexity of Situation</td>
<td>2.64</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>1.29</td>
</tr>
<tr>
<td>Variability of Situation</td>
<td>2.36</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>1.36</td>
</tr>
<tr>
<td>Arousal</td>
<td>4.64</td>
<td>2</td>
<td>7</td>
<td>5</td>
<td>1.50</td>
</tr>
<tr>
<td>Concentration of Attention</td>
<td>4.45</td>
<td>2</td>
<td>7</td>
<td>5</td>
<td>1.75</td>
</tr>
<tr>
<td>Division of Attention</td>
<td>3.18</td>
<td>1</td>
<td>7</td>
<td>6</td>
<td>1.78</td>
</tr>
<tr>
<td>Spare Mental Capacity</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>1.00</td>
</tr>
<tr>
<td>Information Quantity</td>
<td>4.55</td>
<td>2</td>
<td>7</td>
<td>5</td>
<td>1.97</td>
</tr>
<tr>
<td>Familiarity with Situation</td>
<td>2.90</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>1.30</td>
</tr>
<tr>
<td>Understanding</td>
<td>7.45</td>
<td>4</td>
<td>11</td>
<td>7</td>
<td>2.25</td>
</tr>
<tr>
<td>Demand</td>
<td>8.18</td>
<td>4</td>
<td>16</td>
<td>12</td>
<td>3.60</td>
</tr>
<tr>
<td>Supply</td>
<td>17.27</td>
<td>11</td>
<td>28</td>
<td>17</td>
<td>4.86</td>
</tr>
<tr>
<td>Calculated SA</td>
<td>16.55</td>
<td>6</td>
<td>30</td>
<td>24</td>
<td>6.77</td>
</tr>
</tbody>
</table>

Table 5: SART results

Table 6: SART stats
8.3 Nasa-TLX

<table>
<thead>
<tr>
<th></th>
<th>20</th>
<th>30</th>
<th>35</th>
<th>30</th>
<th>35</th>
<th>10</th>
<th>70</th>
<th>30</th>
<th>35</th>
<th>70</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental Demand</td>
<td>20</td>
<td>55</td>
<td>35</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>35</td>
<td>70</td>
</tr>
<tr>
<td>Physical Demand</td>
<td>30</td>
<td>60</td>
<td>30</td>
<td>30</td>
<td>60</td>
<td>50</td>
<td>20</td>
<td>55</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>Temporal Demand</td>
<td>70</td>
<td>20</td>
<td>70</td>
<td>15</td>
<td>65</td>
<td>60</td>
<td>50</td>
<td>90</td>
<td>15</td>
<td>35</td>
</tr>
<tr>
<td>Performance</td>
<td>10</td>
<td>75</td>
<td>20</td>
<td>25</td>
<td>35</td>
<td>35</td>
<td>50</td>
<td>5</td>
<td>20</td>
<td>60</td>
</tr>
<tr>
<td>Effort</td>
<td>25</td>
<td>25</td>
<td>30</td>
<td>20</td>
<td>60</td>
<td>50</td>
<td>20</td>
<td>60</td>
<td>20</td>
<td>60</td>
</tr>
<tr>
<td>Frustration</td>
<td>10</td>
<td>55</td>
<td>20</td>
<td>10</td>
<td>35</td>
<td>50</td>
<td>5</td>
<td>55</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>Mental Workload</td>
<td>27.5</td>
<td>48.33</td>
<td>34.17</td>
<td>21.67</td>
<td>47.50</td>
<td>46.67</td>
<td>25.83</td>
<td>55.83</td>
<td>17.50</td>
<td>46.67</td>
</tr>
</tbody>
</table>

Table 7: Nasa-TLX results

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>Min</th>
<th>Max</th>
<th>Range</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental Demand</td>
<td>38.18</td>
<td>10</td>
<td>70</td>
<td>60</td>
<td>19.14</td>
</tr>
<tr>
<td>Physical Demand</td>
<td>45.45</td>
<td>15</td>
<td>80</td>
<td>65</td>
<td>21.50</td>
</tr>
<tr>
<td>Temporal Demand</td>
<td>50</td>
<td>15</td>
<td>90</td>
<td>75</td>
<td>25.30</td>
</tr>
<tr>
<td>Performance</td>
<td>30.90</td>
<td>5</td>
<td>75</td>
<td>70</td>
<td>22.89</td>
</tr>
<tr>
<td>Effort</td>
<td>40</td>
<td>20</td>
<td>70</td>
<td>50</td>
<td>19.87</td>
</tr>
<tr>
<td>Frustration</td>
<td>25.91</td>
<td>20</td>
<td>70</td>
<td>50</td>
<td>19.87</td>
</tr>
<tr>
<td>Mental Workload</td>
<td>38.41</td>
<td>17.50</td>
<td>55.83</td>
<td>38.33</td>
<td>13.37</td>
</tr>
</tbody>
</table>

Table 8: Nasa-TLX stats
9 Discussion

9.1 Questionnaire
All of our testers thought that the application was good in reference to the task at hand. Our users described it as easy to use and understand and they liked that we color coded boxes together with the drop-off zone. They did not like that once they had picked up a box there was no way of knowing what box they had beside remembering or putting the box in front of the camera again. If they picked up multiple boxes at once it became even harder to remember the letters of the boxes. They also wanted more feedback when they made a correct delivery. Some users put the box on top of the drop-off marker which made detection impossible.

9.2 SART
The average calculated SA was 16.55 with a median of 16. Minimum SA was 6 and maximum was 30 and a range of 24. The calculated SA (although wrong since one question was missing) had the highest deviation. The range on all constructs were between 6 and 3 which can indicate problems with either the application or the test.

9.3 Nasa-TLX
This questionnaire showed an average mental workload rating of 38.41 with a median of 46.67. Minimum reported workload was 17.5 and maximum was 55.83 and the range was 38.33. The resulting mental workload was more stable with an average of 38.41 with a standard deviation of 13.37.

9.4 Test Case
Some users asked other previous testers what time they had completed their test and tried to beat their time. This was not the point of the test but they did it anyway. The time of the results were not a very accurate reading since there were three drop-off points and three packages and the testers did not know where each package should be delivered, they had to walk there and look. This introduced some randomness since some users took the correct package to the correct location on their first try. This most likely added demands on physical, temporal, mental and frustration. This was also reflected in our data since temporal demand, followed by physical demand and performance had the highest average, median, max, range and deviation among all the constructs. I believe this made some of our data less reliable. However all of our users liked our application and they found it helpful in their task.

10 Conclusions
The purpose of this thesis was to explore how augmented reality can be used to enhance a heavy vehicle operators situational awareness. We produced a prototype and did some user testing using the prototype. The results were varied but mostly positive, however more and clearer testing would be preferred. Since I made an error with the SART questionnaire and did not have a control group its hard make a claim that it increases or decreases SA. The Nasa-TLX results were more stable but still suffer from the lack of a control group. For the most part, our users were pleased with the application and test scenario and described our application as easy to use and self instructing tool to help transport and secure deliveries. In order to have stronger results further testing should have been done. A larger sample of testers as well as a control group would provide much more accurate
data. However since our results show promise and are appreciated by our testers we believe our results validate further exploration of this subject.

11 Future Work

Due to the time limit of this work we felt that we could not fully explore double diamond process. In future work we would like to improve our current solution and also try to aid the user with level 3 SA. This could be done with more accurate object tracking and trying to predict things like potential collisions. We also believe that an AR system such as ours can help to identify things like stock goods. Using a system like ours at a warehouse could have great potential. You could connect the system to a central database or order system which can direct the stock workers to the most urgent tasks. There is also much room for improving the application. The way we choose to recognize markers was relatively easy to implement but there was a trade-off. Since the system looks for contours with four corners each marker is easily broken. A potentially better way of looking for markers is to for features. OpenCV has functions available to look for interest points which you can match to an image. There is also a trade-off with this method. It is a much more computationally heavy operation but if part of the image is obscured you can still find the image and
calculate its translation. It also requires that you chose good images with lots of detectable features to use as markers. Implementing camera-stabilization would greatly improve the user experience with the application. It would allow for better tracking while moving the camera and also less jittery movements on the AR-models. There also multiple ways of tracking objects such as haar feature-based cascade classifiers. Haar-cascade is a machine learning based system to detect features. Using haar cascades allows the system to easily train for multiple objects. However a haar cascade system does not allow for calculating a 3D-translation. I can be used to track an object’s position in image space. Training a haar cascade requires hundreds or preferably more of images containing the object and equally many not containing it. Training a cascade also takes time. Implementing a way to scale models based on distance and field of view would also allow for greater perception of models. Getting rid of some of the problems with the prototype would allow for a more accurate evaluation of our system in future work. Also more detailed tests would be preferable. In order to fully get rid of any detection problems future work could be done and tested in a game engine to simulate a real environment. Doing the test inside a game engine would allow for near-perfect control and you would also be able to easily utilize SAGAT for measuring SA which is a superior technique for measuring SA in most cases. You can program SAGAT into the simulation. You are also not as limited in test size and its more easily distributed. However if further work should be done on a similar type of project a larger test sample with a control group would be preferred.
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13 Appendices

A SART
SITUATION AWARENESS RATING TECHNIQUE (SART; Taylor, 1990)

**Instability of Situation**
How changeable is the situation? Is the situation highly unstable and likely to change suddenly (High) or is it very stable and straightforward (Low)?

| 1 | 2 | 3 | 4 | 5 | 6 | 7 |

**Complexity of Situation**
How complicated is the situation? Is it complex with many interrelated components (High) or is it simple and straightforward (Low)?

| 1 | 2 | 3 | 4 | 5 | 6 | 7 |

**Variability of Situation**
How many variables are changing within the situation? Are there a large number of factors varying (High) or are there very few variables changing (Low)?

| 1 | 2 | 3 | 4 | 5 | 6 | 7 |

**Arousal**
How aroused are you in the situation? Are you alert and ready for activity (High) or do you have a low degree of alertness (Low)?

| 1 | 2 | 3 | 4 | 5 | 6 | 7 |

**Concentration of Attention**
How much are you concentrating on the situation? Are you concentrating on many aspects of the situation (High) or focussed on only one (Low)?

| 1 | 2 | 3 | 4 | 5 | 6 | 7 |

**Division of Attention**
How much is your attention divided in the situation? Are you concentrating on many aspects of the situation (High) or focussed on only one (Low)?

| 1 | 2 | 3 | 4 | 5 | 6 | 7 |

**Spare Mental Capacity**
How much mental capacity do you have to spare in the situation? Do you have sufficient to attend to many variables (High) or nothing to spare at all (Low)?

| 1 | 2 | 3 | 4 | 5 | 6 | 7 |

**Information Quantity**
How much information have you gained about the situation? Have you received and understood a great deal of knowledge (High) or very little (Low)?

| 1 | 2 | 3 | 4 | 5 | 6 | 7 |

**Familiarity with Situation**
How familiar are you with the situation? Do you have a great deal of relevant experience (High) or is it a new situation (Low)?

| 1 | 2 | 3 | 4 | 5 | 6 | 7 |

Figure 5: SART questionnaire (Note, one question is missing).
B  Nasa-TLX

**NASA Task Load Index**

Hart and Staveland’s NASA Task Load Index (TLX) method assesses work load on five 7-point scales. Increments of high, medium and low estimates for each point result in 21 gradations on the scales.

<table>
<thead>
<tr>
<th>Mental Demand</th>
<th>How mentally demanding was the task?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Low</td>
<td>Very High</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Physical Demand</th>
<th>How physically demanding was the task?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Low</td>
<td>Very High</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Temporal Demand</th>
<th>How hurried or rushed was the pace of the task?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Low</td>
<td>Very High</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Performance</th>
<th>How successful were you in accomplishing what you were asked to do?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfect</td>
<td>Failure</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Effort</th>
<th>How hard did you have to work to accomplish your level of performance?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Low</td>
<td>Very High</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Frustration</th>
<th>How insecure, discouraged, irritated, stressed, and annoyed were you?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Low</td>
<td>Very High</td>
</tr>
</tbody>
</table>

---

Figure 6: Nasa-TLX questionnaire.

C  Questionnaire

- How did the application relate to the task at hand?
- What was good with the application?
- What was bad with the application?
• How would you describe the application?

D Sketches

Figure 7: Early sketch 1.

Figure 8: Early sketch 2.
Figure 9: Early sketch 3.

Figure 10: Early sketch 4.

Figure 11: Early sketch 5.
Figure 12: Early sketch 6.

Figure 13: Early sketch 7.

Figure 14: Early sketch 8.
Figure 15: Early sketch 9.