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Abstract

Conventional approaches for modelling energy consumption for data center are limited to deal with the randomness, emergence and interdependence in energy systems. To fill the gap, an agent-based method was proposed and implemented to simulate the electricity consumption of a data center and to explore the potential of energy saving. The study found that a large amount of energy can be saved by dynamically operating the cooling load according to the practical load of the servers, namely 13\% of the total energy consumption can be saved in the dynamic energy saving case (DESC) and 17\% in the enhanced dynamic energy saving case (EDESC). The power usage effectiveness (PUE) of the data center can decrease from 1.71 in the original situation to 1.49 in the DESC and 1.42 in the EDESC. By contrast, the frequency of data backup has a heavy impact on the electricity consumption of the data center, while the frequency of computing tasks do not.
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1. Introduction

With the explosive growth of digital information, energy consumption of data centers keeps increasing. In 2014, data centers in the U.S. consumed an estimated 70 billion kWh, accounting for about 1.8\% of total U.S. electricity consumption. [1-3]. The energy consumption of data centers can be divided into two parts: the electricity consumed by the electronic devices and the electricity consumed by the ventilation and
cooling system. In order to decrease the energy consumption of data centers, many data centers locate in the places where the ambient temperature is appropriate and therefore free cooling technologies can be applied.

As the increase in the number of data centers, how to reduce the energy consumption of data centers has attached more and more attentions. Conventional approaches for modelling energy consumption for data center have been adopted by many researchers [4, 5], but they are incapable of dealing with the interdependence, randomness and emergence in energy systems. To address this gap, the agent-based method has recently become increasingly popular to investigate the complexity of energy systems. Agent-based models consists of a set of agents, which interact each other and the environment according to certain rules [6, 7]. Agents can be low or medium level intelligent objects, e.g. machine, or highly intelligent objects, e.g. human beings. An agent’s state is the specific collection of parameters that define an agent or all of the relevant information about what this agent is at this moment [8, 9]. Therefore, it is a good method to deal with complex energy systems regarding the interdependence, randomness and emergence.

The aim of this paper is to develop an agent-based model to simulate electricity consumption of a data center and explore the potential of energy savings. The remainder of the paper is organized as follows: Section 2 introduces the methodology; Section 3 reports the results; and Section 4 concludes the paper with the main findings.

2. Methodology

2.1. Agent-based modelling of the electricity consumption in a data center

For a data center, cooling is required to remove the heat released by the electronic devices to ensure their proper operation. The total electricity consumption in a data center can be calculated as:

\[
Elec_{\text{total}} = Elec_{\text{servers}} + Elec_{\text{lighting}} + \frac{(Elec_{\text{servers}} + Elec_{\text{lighting}})}{\eta_{\text{cooling}}}\tag{1}
\]

where \(Elec_{\text{servers}}\) represents the electricity consumption of servers, \(Elec_{\text{lighting}}\) is the electricity consumption for lighting (14W/m²) [10], and the efficiency of cooling system (\(\eta_{\text{cooling}}\)) is assumed to be 3.29 [11].

An agent-based model was developed to simulate the energy consumption of a small data center (Fig 1), which involves: 40 computing servers, 20 storage servers and 20 backup servers. The rated power of every server is 400W and the space size is 100 m². Every server is represented by an agent in the model with two states: “Idle” and “on”. This paper assumed that the actual power of a server in the “idle” state is 35% of its rated power and randomly 35-95% of the rated power when it is in the state “on”, depending on the computing task (Table 1). It is assumed that a new computing task will arrive every 10 seconds.

A computing task may require multiple computing servers to work together and a complicated task may employ more servers than a simple task does. A day is divided into a peak period i.e. 09:00-21:00 and a valley period: during the peak period, a complicated task may employ 21-40 servers at a time, while it may employ 0-20 servers during the valley period. The number of employed servers follows a random discrete uniform distribution.

When the computing servers are computing a task, the same number of storage servers as computing servers start to work. When a computing task is finished, backup servers start to back up the data. In addition, all the backup servers will operate an overall back up every hour.

To ensure the operation of the data center, a cooling system is running to keep the temperature at an appropriate level. At present, most data center set the power of the cooling system according to 95-100% of the rated power of the servers.
2.2. Potential of electricity saving for data center

As the cooling system normally provides more cooling effects than necessary, there is a large potential of energy saving by operating the cooling system according to the actual power of the servers. The study assumes that the cooling system contains many individual cooling units and every unit can independently operate and cool down one server. For the first step, the cooling system can operate at 35% of the servers’ rated power when they are in the “idle” state and 95% of the servers’ rated power when they are “on”. For the ease of the following analysis, it is called dynamic energy-saving case (DESC). On the basis of DESC, energy can be further saved if the cooling units operate at the actual power of the server, rather than 95% of its rated power. This is called enhanced dynamic energy saving case (EDESC) in this study.

Therefore, the potential of energy savings in DESC and in EDESC can be respectively calculated as:

\[
Elec_{potential1} = (Elec_{total} - Elec_{DESC})/\eta_{cooling}
\]  
\[
Elec_{potential2} = (Elec_{total} - Elec_{EDESC})/\eta_{cooling}
\]

In addition, the study also calculated the power usage effectiveness (PUE) of the data center, i.e. the ratio of total amount of energy used by a computer data center facility to the energy delivered to computing equipment, as the indicator for its overall energy efficiency\[12\]

\[
PUE = Elec_{total}/Elec_{server}
\]
Table 1: Input parameters of data center

<table>
<thead>
<tr>
<th>Components</th>
<th>Quantity</th>
<th>Power capacity (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computing server</td>
<td>40</td>
<td>Between 0.14 and 0.38 random uniform distribution in “on” state; 0.14 in “idle” state</td>
</tr>
<tr>
<td>Storage server</td>
<td>20</td>
<td>Between 0.14 and 0.38 random uniform distribution in “on” state; 0.14 in “idle” state</td>
</tr>
<tr>
<td>Backup server</td>
<td>20</td>
<td>0.38 in “on” state; 0.14 in “idle” state</td>
</tr>
</tbody>
</table>

3. Results and discussion

The agent-based model was implemented in Anylogic 7.3.5. The time step of this simulation was set to 1 second and the model simulated the operation of the data center for one year.

Fig 3 shows the results of the electricity consumption of the servers and the cooling system in one day. The average load of the servers is between 11 kW and 22 kW, which is about 34-68% of the servers’ rated power and the load peaks every hour due to the regular tasks of backup. In practice, the load of the servers is dependent on the actual requirements of computation and the regularity of backups, which might be slightly different from the present model. The paper further examined this through a sensitivity analysis. According to the simulation, the electricity consumption of the servers (136 MWh) accounts for about 58% of the data center’s total amount of electricity consumption (232 MWh). In contrast, the cooling system accounts for about 37% of the total electricity consumption (84 MWh). Correspondingly, lighting accounts for about 5% of the total electricity consumption (12 MWh). In addition, the study also found that the electricity consumption in the peak period accounts for 56% of the total consumption, while the valley period accounts for only 44%. It implies that leveling-out the computation loads and reducing peak loads would contribute to energy saving of the data center.

Fig 4 shows the load of the cooling system in different cases and a significant decrease in the cooling load can be obtained in both DESC and EDESC. The potential of energy saving in DESC is 30 MWh representing about 13% of the total electricity consumption in the original case and the potential in EDESC reaches about 39.6 MWh representing about 17% of the total electricity consumption. The results imply that a huge amount of electricity can be saved by dynamically operating the cooling system according to the load of the servers. In addition, the value of PUE decreased from 1.71 in the original situation to 1.49 in the DESC and in 1.42 in the EDESC.

4. Sensitivity analysis

This study employed sensitivity analysis to determine the impacts of time interval of tasks and data backups on the model.

The study simulated the electricity consumption of servers when tasks arrive every 5 seconds, 10 seconds and 20 seconds (Fig 5). It was found that the electricity consumption in the cases of 5 seconds, 10 seconds and 20 seconds are 358 kWh, 365 kWh and 370kWh, respectively. The results implied that the time interval of task arrival had very small impact on the total electricity consumption.

For data backups, the study simulated electricity consumption of servers when the data center perform backups every 10, 30, 60 and 120 minutes. The results showed that the electricity consumption in a day...
would be 128 kWh, 75 kWh, 62 kWh and 57 kWh. This means that the frequency of data backup has a significant impact on the total amount of energy consumption.

![Fig. 3 Power variation of servers and cooling system](image)

![Fig. 4 Power variation of cooling system in different cases](image)

![Fig. 5 Sensitivity analysis for time interval of task arrival](image)

5. Conclusion

In this paper, an agent-based method was developed to simulate energy consumption of a data center. For an ordinary data center, the servers consume about 58% of the total electricity consumption, the cooling system consume about 37% and the lighting about 5%. A significant amount of electricity can be save by
dynamically operating the cooling load according to the practical load of the servers. For the dynamic energy saving case (DESC) and the enhanced dynamic energy saving case (EDESC), about 13% and 17% of the data center’s total electricity consumption can be saved, respectively. The power usage effectiveness (PUE) of the data center can decrease from 1.71 in the original situation to 1.49 in the DESC and 1.42 in the EDESC. By contrast, the frequency of data backup has a heavy impact on the electricity consumption of the data center, while the frequency of computing tasks do not.
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